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FROM	THE	EDITOR	
 
	
The Journal of Computational Innovations and Engineering Applications (JCIEA) is a 
peer-reviewed and abstracted journal published twice a year by De La Salle 
University, Manila, Philippines. JCIEA aims to promote and facilitate the 
dissemination of quality research outputs that can push for the growth of the nation’s 
research productivity.  
 
In this first JCIEA issue, 9 articles are selected, which will provide valuable 
references for researchers and practitioners. 
 
The first article is Gender-Based Violence in Nigeria: A Cross-Sectional Study of the 
Magnitude, Likely Risk Factors and Attitudes Towards Intimate Partner Violence 
Against Women. This paper focuses on serious public health problem that comes with 
a debilitating toll on women, their families, and the immediate environment in which 
they reside. The second article covers the algorithm for detecting eye-blink artifacts 
in an electroencephalogram (EEG) signal using optimized wavelets. The third article 
discusses the impact of customer relationship management (CRM) on customer 
purchase intention related to green products from the perspective of firms in Taiwan's 
food industry. Due to increasing awareness of environmental effects, customers are 
more sensitive towards green products when making purchase decisions. The fourth 
article is A Novel Consensus-Seeking Approach in a Group Decision Making 
Environment. In here, the group consensus index is a weighted consensus that 
incorporates the individual's influence on a group decision while evaluating the 
compatibility or closeness of ratio-scale vectors between the individual and the 
group-aggregated priorities.   
 
The fifth article is on the design and characterization of a temperature sensor with an 
8-bit low-voltage incremental delta-sigma analog-to-digital converter (ADC). The 
proportional to absolute temperature (PTAT) part of an All-MOS band gap voltage 
reference is utilized as the temperature sensor. The sixth article shows the 
implementation of a vertical take-off and landing for DC motor-based rotorcraft. 
Unlike most models, a load disturbance is not equally shared by DC motors. Instead, 
each motor carries the actual weight. A fuzzy logic controller is used to determine the 
necessary individual motor speed to attain the vertical take-off height. The seventh 
article deals with WebSurge, a profile-based stress-testing tool with distributed user 
agents for web applications. In this study, two web applications were subjected to a 
stress test using WebSurge to test its functionality. Meanwhile, the eighth article 
covers a hydrodynamic analysis of the ACCORDION photo-bioreactor for 
microalgae cultivation using computational dynamics analysis. Microalgae are 
microorganisms that have promise in the biotechnology and energy sector. The final 



article is on multiple face detection and recognition using HSV histogram matching 
and principal component analysis techniques. 
 
The JCIEA editorial board expresses their warmest thanks and deepest gratitude to 
the distinguished authors for their outstanding contribution to this first issue. They 
likewise express profound appreciation to the reviewers for their assistance and 
cooperation.  
 
Original research outputs are most welcome to JCIEA. There is no publication fee in 
this journal, and the research papers are assured of fair and fast peer review process. 
For further information, please visit www.dlsu.edu.ph/offices/publishing-
house/journals.asp. 
 
 

Prof.	Elmer	P.	Dadios,	Ph.D.	
Editor-in-Chief,	JCIEA 
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Gender-Based Violence in Nigeria:
A Cross-Sectional Study of the Magnitude,
Likely Risk Factors, and Attitudes Towards
Intimate Partner Violence Against Women

Lateef Olayanju, Raouf Naguib, Saad Amin, Quynh Nguyen, Olabode Kayode
Oluseye Olayanju, and Gil Nonato Santos

Abstract—Globally, a common manifestation of
gender-based abuse is intimate partner violence (IPV)
against women. IPV is a serious public health problem
that comes with a debilitating toll on women, their
families, and the immediate environment in which
they reside. Research, mostly conducted in developed
countries, has identified some likely factors responsible
for violence and has also explored attitudes that
could be supportive of abuse. However, developing
countries around the world, especially those in Africa,
are still far behind in making tangible impact on
exploring these issues. Considering this paucity of
information and with the aim of contributing to
the IPV knowledge base in the developing world, a
cross-sectional population-based survey involving 719
Nigerian women (aged 18 years and above, currently
or previously in cohabiting or non-cohabiting rela-
tionships) was conducted using a detailed pretested
questionnaire to solicit data on demographics, socioe-
conomic, attitudinal, and behavioral characteristics,
as well as those pertaining to experiences of IPV.
On performing relevant descriptive statistical analyses
on the data collected, the results show that lifetime
and current prevalence of IPV are 25.5% and 16.7%,
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respectively. There is also an indication that women
across urban and rural areas have a relatively high
level of acceptance towards IPV (wife-beating). Results
from logistic regression analysis to identify the predic-
tors of violence show that factors such as women’s
and partners’ educational attainments, partnership
age and educational disparities, partnership discord,
among others, are predictive of violence.

Index Terms—Domestic violence, women, preva-
lence, risk factors, attitudes.

I. INTRODUCTION

INTIMATE partner violence (IPV), a form of
gender-based violence (GBV), is a serious issue

that is endemic in virtually all societies in the world,
cutting across social class, race, age and religious
affiliations [1]. Although it is a problem that affects
both men and women, overwhelming majority of
victims are women [2], [3]. Nonetheless, issues sur-
rounding IPV against women are not only women’s
issues as the name connotes, they are also perti-
nent to standard of general public health, attainment
of human rights, and they are issues predisposing
societies to poverty as well as stifling economic
growth and development [3], [4], [5]. IPV occurs in
intimate relationships and affects about one in every
three women across the globe [6]. But in developing
countries, especially in Africa where societies are
already ravaged by a host of social and health issues,
IPV imposes an additional burden, with research
showing prevalence of IPV against women that is
as high as 80% [7]. In addition to being a social
concern in its own right, IPV also predisposes people

Copyright © 2016 by De La Salle University
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to a range of adverse health outcomes, including
infectious diseases such as HIV/AIDS, syphilis, and
dangerous life-style choices such as substance abuse
[3], [8].

Studies have explored some of the likely factors
responsible for IPV occurrence, and results have
consistently shown that demographic factors such as
age, education, socioeconomic status, among others,
are inversely associated with IPV [9], [10], [11].
Findings from behavioral and socio-cultural studies
show significant associations with incidence of IPV,
particularly in traditional environments where there
are weak community sanctions and low proportions
of female literacy [6], [12], [13], [14].

Studies carried out in developed countries have
underscored the emergence of IPV as strongly re-
lated to socioeconomic factors, and also showed the
links between IPV and adverse health outcomes as
well as economic costs. However, the same cannot
be said of developing countries such as Africa. Leg-
islative support to bring about the desired protection
for women, in particular, is either lacking or poorly
developed [15], [16].

WHO [3] cautioned that predictors of IPV vary
among countries; as such it may be erroneous and
inexpedient for developing countries to transfer ideas
directly from developed ones. Guidelines for policies
and decisions should be country-specific. It can be
justified therefore that, elaborate research is needed
urgently in the developing world to address these
issues.

The purpose of this paper is to study the magni-
tude of IPV against women in a developing country
(Nigeria) and explore the attitude of women towards
abuse. The paper also aims to identify and discuss
specific socio-behavioral factors which can predict
incidents of IPV in a developing environment such
as the country in question.

II. METHODS

A. Study Design

To achieve the purpose of this study, a cross-
sectional population-based household survey involv-
ing 719 women was carried out in Kwara State. The
critical inclusion criterion was: women aged 18 years
and above who were previously or currently involved
in a cohabiting or non-cohabiting relationship. A

multistage sampling procedure which reflected the
rural and urban locations of the respondents was
adopted. First, randomly selected Wards were iden-
tified; then Enumerated Areas of smaller clusters
of people; and thirdly, households where only one
eligible woman per household, were identified by a
systematic random sampling method.

The selected study area—Kwara State—is one
of the 36 member States constituting Nigeria. It is
located in the middle-belt geo-political region and
serves as gateway between the northern and southern
parts of Nigeria. The socio-demographic profile of
the State is diverse in ethnicity, socioeconomic and
sociocultural practices, thereby making it suitable for
the study.

B. Questionnaire and Data Collection

Eight primary sections were created for the ques-
tionnaire. Closed structured questions were pretested
and used in the training of selected data collectors
and research assistants. Data on respondents’ socio-
demographic identity, general health status, includ-
ing reproductive status, were obtained through volun-
tary opinion. Specific data on current and past dates
or sexual partners were included. Attitudes towards
gender roles and violence, partners’ controlling be-
havior, experiences, and consequences of violence
in the relationship were central to the questions. The
design of the questionnaire drew on the experience
of recent work by the WHO–Multi-country Study
on domestic violence against women [8] and ICRW–
Study on the cost of domestic violence [17].

To capture the experience of IPV, behavior-
specific questions pertaining to the different forms of
IPV (i.e., physical, sexual, and psychological) were
used and responses to the questions were coded on
a binary scale (i.e., Yes or No). Table I contains
a sample of these questions. The questions and
approach were chosen to encourage better disclosure
of violence experience and facilitate reasonable com-
parison with other studies. Ultimately, this choice
was made to help draw meaningful conclusions from
the research results.

To estimate the prevalence and document attitudes
towards IPV as well as determine which risk factors
are predictive of experience of violence, a statistical
software package (IBM SPSS Statistics 20) was used
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to explore the data generated. Strict adherence to the
standard ethical guidelines designed by the WHO
for Research on Domestic Violence against girls,
children, and women [1] were upheld throughout
the study. Approval for the study was sought and
obtained from the Ministry of Women Affairs, Kwara
State.

III. DATA ANALYSIS

IBM SPSS statistical software was used to au-
tomatically estimate the magnitude—lifetime and
current prevalence—of any form of IPV (i.e., physi-
cal, psychological, and/or sexual violence), and also
for each of the specific forms of IPV covered in
the study. The process involved in the calculation
is the division of the number of women reporting
victimization by those in the sample. The descriptive
analysis also generated frequency tables to examine
how socio-demographic factors—age, area of resi-
dence, educational attainment, literacy, employment
status—affect the observed prevalence of IPV. In
other words, it explores the distribution of IPV occur-
rence with the different socio-demographic factors.

To explore women’s attitudes towards IPV (specif-
ically, their degree of acceptance of wife-beating),
descriptive statistics were also used to assess the
respondents’ opinions on the following questions that
were solicited as part of the survey: “In your opinion,
does a man have a good reason to hit his wife if: (a)
she does not complete her household work to his
satisfaction, (b) she disobeys him, (c) she refuses
to have sexual relations with him, (d) she asks him
whether he has other girlfriends, (e) he suspects that
she is unfaithful and (f) he finds out that she has
been unfaithful.”

In addition to facilitating the exploration of at-
titudes towards gender roles in Nigeria, this set
of questions was chosen to make the results of
this study comparable to those of others as these
questions and very similar ones are widely used for
such assessments (See [8], [14], [18], [19]).

In the analysis process of this study, a binary
variable amenable to simple descriptive statistics
was created from the questions—with one of the
categories of the variable signifying acceptance of
wife-beating (in cases where respondents agreed
with at least one of the instances above that justified

wife-beating), while the other category signifies non-
acceptance of wife-beating (in cases where respon-
dents did not agree with any of the instances, or
stated that they do not have a particular opinion).
Moreover, the rationale behind forming the non-
acceptance of wife-beating category by grouping
respondents that did not agree with any of the in-
stances and those who stated that they do not have a
particular opinion is mainly to ensure comparability
of results with those of other studies. The variations
in acceptance/non-acceptance of wife-beating with
demographic variables were also catalogued using a
frequency table and inferentially explored via Chi-
square test.

For the risk factors analysis aspect of the study,
simple bivariate logistic regression was first per-
formed to study the crude association between each
of the independent variables and the occurrence of
IPV. The independent variables explored include:
woman’s characteristics (age, literacy, educational
attainment, employment, partnership status, cate-
gorical number of children, rural/urban residence,
and frequency of communication with her family),
partner’s characteristics (age, literacy, educational
attainment, employment, general history of physical
aggression, affairs with other women, alcohol use,
history of drug use, and controlling behaviors), as
well as relationship characteristics (age difference,
employment and educational disparity, payment of
dowry/bride price, discord, and choice of partner).
After inspection of the simple regression analysis
results, potential variables for the multivariable anal-
ysis were selected using a significance criterion of
p < 0.05. Drawing on the experience of relevant
literature, in addition to the selected variables, some
other independent variables were also selected for
inclusion in the multivariable analysis based on prior
knowledge of them being major contributors towards
IPV.

Sequential logistic regression was used in the
multivariable analysis to find the best fitting, most
parsimonious, and biologically reasonable models
to describe the association between the sets of
individual- and relationship-level variables and the
occurrence of IPV. As the name implies, the analysis
was executed in stages. The first stage included all
the variables that were statistically significant in the
simple logistic regression, followed, in subsequent
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TABLE I
OPERATIONAL DEFINITION OF THE CONCEPT OF IPV USING BEHAVIOR-SPECIFIC QUESTIONS (ADAPTED FROM [8])

Form of violence Behavior-specific question
Physical Has he or any other partner ever:

Slapped you or thrown something at you that could hurt you?
Pushed you or shoved you?
Hit you with his fist or with something else that could hurt you?
Kicked, dragged or beaten you up?
Chocked or burnt you on purpose?
Threatened to use or actually used a gun, knife or other weapon against you?

Sexual Has he or any other partner ever physically forced you to have sexual intercourse
when you did not want to?

Did you ever have sexual intercourse that was not physically forced on you
but because you were afraid of what he might do?

Did he ever force you to perform a sex act that you found degrading or humiliating?
Did he ever deny you from any sexual activity when you particularly wanted it?

Psychological Has he or any other partner ever:
Insulted you or made you feel bad about yourself?
Belittled or humiliated you in front of other people?
Did things to scare or intimidate you on purpose

(e.g. by the way he looked at you, by yelling or smashing things)?
Threatened to hurt you or someone you care about?

stages, by each of the other variables considered
to have significant importance based on relevant
literature (i.e., variables persistently identified by
relevant literature to be associated with IPV, but
were found not to be statistically significant in the
simple logistic regression analysis of this study). To
decide which variables to include in the final best
fitting models, the extent to which each variable
associates with IPV or attenuates the association of
other variables in the models was examined via Wald
test (p < 0.05), with the direction as well as degree
of association expressed in the form of adjusted
odds ratio and 95% confidence interval. Statistical
significance of the final models was further assessed
using omnibus chi-square test as well as Hosmer
and Lemeshow test, with p < 0.05 and p > 0.05,
respectively, indicating good fit.

IV. RESULTS

A. Prevalence

Characteristics of women and prevalence of IPV
are given in Table II. In this presentation of results,
any statement of life-time or current prevalence of
IPV implies the prevalence of any form of life-time
or current violence, unless otherwise stated to mean
just a specific form of violence in particular (e.g.,
physical abuse).

The results show that the life-time and current
prevalence of IPV are 25.5% and 16.7%, respec-
tively, with psychological abuse being the dominant
form of IPV (24.3% of women suffered this form of
violence over a lifetime), followed closely by physi-
cal aggression (with a lifetime prevalence of 18.6%).
The descriptive results also show that there is not
much difference in the prevalence of IPV between
the urban and rural areas. With regard to age, women
within the age category of 50 years and above show
higher exposure to IPV (having a lifetime prevalence
of about 30.9%), and when the partner’s age group is
considered, women whose partners are between the
ages of 30–49 show the highest level of IPV (a life-
time prevalence of 27.4%). Nonetheless, when the
current exposure to IPV is considered, the descriptive
statistics show that women within the age group of
30–49 consistently have the highest exposure to the
different forms of IPV, only with the exception of
sexual violence where women in the age group of 50
years and above are slightly more victimized (7.3%
as compared with 7.2% in the 30–49 age group).

In terms of partnership age difference, women
who are 1–4 years younger than their partners show
higher level of IPV victimization—with a lifetime
prevalence of approximately 29%. When compared
with women having higher educational attainment,
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those with lower or no attainment at all show
greater prevalence of IPV (those with primary or
no attainment at all having a lifetime prevalence
of 48.9% and 43.0%, respectively). They also show
similarly higher levels for current prevalence (42.2%
and 35.5%). Just as in the case of the women, the
results pertaining to partner’s attainment indicate
low cases of IPV victimization amongst women
with partners having higher educational attainments
(lifetime prevalence of 19.8% amongst those whose
partners have tertiary/higher educational attainments,
as compared with 34.7% amongst those having part-
ners with primary or no attainments at all). When
partnership educational difference is considered, the
results show that relationships with educational dis-
parities tend to be fraught with cases of IPV. Situ-
ations where women are better educated (i.e., have
more educational attainment than their partners) as
well as those where male partners are, respectively,
indicate lifetime IPV prevalence levels of about 26%
and 33%. The results also show that male partners
having four or more controlling behaviors tend to
be greater perpetrators of IPV—displaying a lifetime
prevalence that is as high as 46.8%. The results
also show that intimate partners who are physically,
psychologically or sexually violent tend to have a
history of drug use (substance abuse). Women with
partners who use drugs every day or a couple of
times in a month have a life-time IPV prevalence that
ranges from 81.5%–90%, and are highly predisposed
to experiencing all the forms of IPV. Women who
reported often occurrence of discord (i.e., couples
quarreling) in their relationships show remarkably
higher experience of all the different forms of IPV
(with a lifetime experience of IPV that is as high
as 61.7% and a current prevalence of 47.3%). With
regard to choice of spouse, results show that women
who had a say in the choice of their spouse are less
likely to be victims of IPV as compared with those
who had no say whatsoever. Women who had no
say at all in the selection of their spouses/partners
show a lifetime prevalence of approximately 70%
and a current prevalence of about 62%, while those
who although had their partners chosen for them
but consented to the choice have a lifetime and
current prevalence of approximately 20% and 11%,
respectively.

B. Women’s Attitudes Towards Intimate Partner Vi-
olence

The distribution of attitudes of women towards
IPV in terms of their acceptance of wife-beating in
the study sample is given in Table III. The descriptive
results presented in the table show that 33.5% of
women agreed with the acceptability of wife-beating
for at least one of the reasons stated earlier in the
methods section of this paper. Support for wife-
beating was slightly higher in the urban area than
the rural area, with women in both areas showing
acceptance levels of 35.4% and 31.5% respectively.
In terms of educational attainment, women with
primary or no attainment and those with secondary
education tend to be more supportive of wife-beating
(33.7% and 41.8%, respectively) as compared with
those having higher educational attainment (26.3%).
As regards age group of women, those in the age
bracket of 18–29 years show the least acceptance
of wife-beating (24.1%), while those in the age
group of 30–49 years show the highest level of
acceptance (38.6%). Considering women’s literacy,
those that are literate tend to show greater accep-
tance of wife-beating (35.4%) in comparison with
those that are not literate (24.8%). The inferential
statistical analysis (Chi-square) results indicate that
woman’s educational attainment, age, and literacy
are all significantly related to her acceptance of wife-
beating (p < 0.05). Nevertheless, the results also
show that there is no significant difference in the
proportion of rural dwelling women that accept wife-
beating and those that are urban residents (p > 0.05).

C. Simple Logistic Regression Analysis

Table IV presents the results of the series of
simple bivariate logistic regression analyses. The
results show that there are significant associations
(p < 0.05) between IPV and variables such as
woman literacy, partner literacy, educational attain-
ment of woman and that of her partner, partner’s
history of physical aggression, partner engaged in
affairs with other women, partner’s use of alcohol,
partner’s history of drug use, partner’s controlling
behavior, woman’s frequency of communication with
family, partnership educational difference, partner-
ship discord, and choice of spouse or partner.
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Women that are not literate were found to be
approximately 2.7 times more predisposed to ex-
periencing IPV as compared with those that are
literate (p < 0.001). In a similar vein, women
whose partners are not literate are also approxi-
mately 1.8 times more likely to experience IPV (p =
0.008). In terms of educational attainment, women
with primary or no attainment are approximately 4
times more likely to experience IPV as compared
with those having higher educational attainment
(p < 0.001). Nonetheless, there is no significant
difference between women with higher education
and those with secondary. Regarding partner’s ed-
ucational attainment, women whose partners have
primary or no attainment and those with secondary
education are approximately 2 times more likely
to experience IPV as compared with those whose
partners have higher attainment (p < 0.001 and
p = 0.001, respectively). Moreover, women whose
partners have general history of physical aggression
(i.e., have been involved in a physical fight with
another man) are 3.5 times more likely to experience
IPV than those whose partners have no such history
(p < 0.001). Women reporting that their partners
have or may have engaged in affairs with other
women are more likely to experience IPV (1.8-
and 3.6-fold increase in likelihood, respectively).
Besides, women who reported that they are unaware
of such affairs were also found to be approximately
2.5 times more predisposed to experiencing IPV as
compared with those reporting non-existence of such
affairs. As regards partner’s use of alcohol, women
whose partners consume alcohol everyday and those
with a once a week rate are more likely to experience
IPV when compared with those who reported their
partners’ abstinence from alcohol (approximately
a 2.8- and 2.4-fold increase in likelihood, respec-
tively). In terms of partner’s history of drug use,
women who reported that their partners use such
substance one to four times a month and those that
reported everyday usage are more likely to experi-
ence IPV when compared with those that reported
no such usage (approximately 37.6- and 18.4-fold
increase in likelihood, respectively). Nonetheless,
women who reported that they are not aware of such
substance abuse are also approximately 5 times more
predisposed to experiencing IPV as compared with
those women who categorically reported that their

partners have never used such substance. Regarding
controlling behavior of partner (e.g., partner tries
to prevent woman from seeing friends, restricts her
contact with her family, and gets angry if she speaks
with another man), the results show that women
whose partners have one or more controlling behav-
iors are more prone to IPV as compared with those
having partners without such behavior. The magni-
tude of likelihood of experiencing IPV increases as
the number of controlling behavior increases. Those
having partners showing one controlling behavior are
approximately 4 times more likely to experience IPV,
while those with partners showing two or three and
four or more are approximately 8 and 24 times more
likely to experience IPV, respectively. As regards to
woman’s frequency of communication with family,
women who correspond at least once a month are
approximately 2 times more likely to experience
IPV when compared with those who correspond
at least once a week (p = 0.012). Besides, those
who correspond once a year or hardly ever are
even more likely to experience IPV (approximately
3 times more likely) when compared with those who
correspond at least once a week (p < 0.001).

In terms of partnership educational disparity,
women in partnerships where their male partners are
more educated than themselves are approximately 2
times more likely to experience IPV as compared
with women in partnerships where the couples have
same level of education (p = 0.002). Nonetheless,
there is no significant difference in the exposure
to IPV amongst women in partnerships where they
are more educated than their partners and where
they have same level of education. Regarding part-
nership discord, women reporting some form of
quarreling with their partners are more predisposed
to experiencing IPV as compared with those report-
ing no quarreling. Women with rare occurrence of
quarreling are approximately 5 times more likely
to experience IPV (p = 0.002), while those with
often quarreling are even more exposed to IPV—
approximately 35 times more likely to experience
IPV (p < 0.001). As regards the choice of spouse or
partner, women who have their spouses or partners
chosen for them without their consent are approx-
imately 8 times more likely to experience IPV as
compared with those in partnerships where women
and their partners chose one another (p < 0.001).
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TABLE II
PREVALENCE OF PHYSICAL, PSYCHOLOGICAL, SEXUAL, AND ANY FORM OF VIOLENCE (PHYSICAL, PSYCHOLOGICAL,

AND/OR SEXUAL) BY DEMOGRAPHIC CHARACTERISTICS OF THE WOMEN

Physical Psychological Sexual Any form
Total no. of
women (n)

violence violence violence of violence
Life-time Current Life-time Current Life-time Current Life-time Current

Variable (%) (%) (%) (%) (%) (%) (%) (%)
Area
Rural 18.8 13.9 23.4 16.8 10.7 5.5 24.6 16.8 346
Urban 18.5 11.5 25.2 16.4 12.1 6.7 26.3 16.6 373
Woman’s educational attainment
Tertiary/Higher 9.1 4 14.8 6.4 6.7 1.7 16.8 6.7 297
Secondary 16.4 10.2 22.3 14.8 12.1 5.9 23 14.8 256
None/Primary 39.2 31.9 44.6 37.4 18.7 14.5 44.6 37.4 166
Woman’s age
18 – 29 15.3 8.4 24.5 11.2 12 4 27.3 11.6 249
30 – 49 20.2 15.2 23.4 19.5 10.6 7.2 23.6 19.5 415
50 and above 21.8 12.7 30.9 18.2 14.5 7.3 30.9 18.2 55
Partner’s educational attainment
Tertiary/Higher 11 6.1 18.2 10.1 8.5 3.4 19.8 10.3 445
Secondary 29.4 19.6 34 24.2 15 6.5 34.6 24.2 153
None/Primary 33.1 28.1 34.7 30.6 17.4 15.7 34.7 30.6 121
Partner’s age
18 – 29 11.1 4.2 18.8 6.9 12.5 2.1 22.9 6.9 144
30 – 49 21.9 16.7 27.1 20.5 9.6 6.8 27.4 20.8 365
50 and above 18.1 11.4 23.3 16.2 13.8 7.6 23.8 16.2 210
Partner’s controlling behavior
None 3.5 0.9 3.5 1.8 0 0 3.5 1.8 113
One 7.3 3.6 10 8.2 2.7 0.9 11.8 8.2 110
Two or Three 15.5 11.2 22.3 15.1 8.3 4.7 23 15.5 278
Four or more 36.2 25.2 45 30.3 25.7 13.8 46.8 30.3 218
Partner’s history of drug use (substance abuse)
Never 12.8 7.3 18.1 10.4 8.5 3.4 19.3 10.5 626
1 – 4 times 80 60 90 80 40 30 90 80 10

a month
Every day 74.1 55.6 81.5 63 37 25.9 81.5 63 27
Respondent does 46.4 42.9 55.4 51.8 26.8 23.2 55.4 51.8 56

not know
Partnership age difference
Woman is same 21.7 17.4 26.1 17.4 13 4.3 26.1 17.4 23

age as partner
Woman is older 15.4 15.4 15.4 15.4 15.4 7.7 15.4 15.4 13
Woman is 1 – 4 21.8 13.1 27.3 16.7 9.5 4.7 28.7 16.7 275

years younger
Woman is 5 – 9 18.2 13.3 24.4 18.7 14.7 7.6 26.2 19.1 225
years younger
Woman is 10 14.2 10.4 20.2 13.7 9.8 6.6 20.2 13.7 183

or more years
younger
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TABLE II
PREVALENCE OF PHYSICAL, PSYCHOLOGICAL, SEXUAL, AND ANY FORM OF VIOLENCE (PHYSICAL, PSYCHOLOGICAL,

AND/OR SEXUAL) BY DEMOGRAPHIC CHARACTERISTICS OF THE WOMEN

Physical Psychological Sexual Any form
Total no. of
women (n)

violence violence violence of violence
Life-time Current Life-time Current Life-time Current Life-time Current

Variable (%) (%) (%) (%) (%) (%) (%) (%)
Partnership education difference
Same level 15.3 9.7 20 11.9 9.4 4.5 21.6 12.1 445
Partner better 24.1 18 32.5 24.6 14 8.3 32.9 24.6 228
Woman better 23.9 15.2 26.1 21.7 17.4 10.9 26.1 21.7 46

educated
Partnership discord
Never 1.8 1.8 3.5 2.7 1.8 0.9 4.4 2.7 113
Rarely 11.2 5.7 15.7 8.4 6.6 1.6 17.1 8.7 439
Often/sometimes 49.7 38.3 61.1 47.3 30.5 21.6 61.7 47.3 167
Choice of spouse or partner
Both chose 17.2 11.1 22.4 14.9 10.7 5.3 23.8 15 606
Respondent 0 0 10 0 0 0 10 0 20

chose
Others chose 10.7 7.1 19.6 10.7 8.9 3.6 19.6 10.7 56

with woman’s
consent

Others chose 64.9 54.1 70.3 62.2 32.4 27 70.3 62.2 56
w/o woman’s
consent

Total 18.6 12.7 24.3 16.6 11.4 6.1 25.5 16.7 719

TABLE III
TABLE SHOWING THE DISTRIBUTION OF WOMEN’S ATTITUDES TOWARDS IPV (WIFE-BEATING)

Women’s Acceptance of Wife Beating Total no. of women
Test Statistic

Variable Non-acceptance (%) Acceptance (%) (n)
Area

χ2(1,n=719) = 1.05, p = 0.306Rural 68.5 31.5 346
Urban 64.6 35.4 373
Woman’s educational attainment

χ2(2,n=719) = 14.89, p = 0.001Tertiary/Higher 73.7 26.3 297
Secondary 58.2 41.8 256
None/Primary 66.3 33.7 166
Woman’s age

χ2(2,n=719) = 15.18, p = 0.00118 – 29 75.9 24.1 249
30 – 49 61.4 38.6 415
50 and above 61.8 38.2 55
Woman literate

χ2(1,n=719) = 4.70, p = 0.030No 75.2 24.8 125
Yes 64.6 35.4 594
Total 66.5 33.5 719
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TABLE IV
COEFFICIENTS, CRUDE ODDS RATIOS* , 95% CONFIDENCE INTERVAL, AND P-VALUE OF THE SIMPLE BIVARIATE LOGISTIC

REGRESSION

Variable Coefficient OR (95% CI) p-value
Woman’s age group 0.359
18 – 29 0.00 1
30 – 49 -0.20 0.82 (0.58 – 1.18) 0.287
50 and above 0.18 1.19 (0.63 – 2.25) 0.591
Partner’s age group 0.470
18 – 29 0.00 1
30 – 49 0.24 1.27 (0.81 - 1.99) 0.301
50 and above 0.05 1.05 (0.64 - 1.74) 0.846
Area 0.600
Urban 0.00 1
Rural -0.09 0.91 (0.65 – 1.28) 0.600
Woman literate 0.000
Yes 0.00 1
No 1.01 2.74 (1.83 – 4.11) 0.000
Partner literate 0.008
Yes 0.00 1
No 0.61 1.84 (1.17 – 2.90) 0.008
Woman’s educational attainment 0.000
Tertiary/Higher 0.00 1
Secondary 0.39 1.48 (0.97 – 2.25) 0.068
None/Primary 1.38 3.97 (2.58 – 6.12) 0.000
Partner’s educational attainment 0.000
Tertiary/Higher 0.00 1
Secondary 0.77 2.15 (1.43 – 3.32) 0.000
None or Primary 0.77 2.16 (1.39 – 3.35) 0.001
Woman in employment 0.612
Yes 0.00 1
No -0.10 0.90 (0.61 – 1.34) 0.612
Partner in employment 0.361
Yes 0.00 1
No -0.26 0.77 (0.44 – 1.35) 0.361
Partner’s general history of physical aggression 0.000
No 0.00 1
Yes 1.26 3.52 (2.39 – 5.20) 0
Woman (Respondent) do not know 0.54 1.72 (0.85 – 3.48) 0.134
Partner engaged in affairs with other women 0.000
No 0.00 1
Yes 0.59 1.80 (1.10 – 2.96) 0.020
May have 1.28 3.61 (1.98 – 6.75) 0.000
Woman (Respondent) do not know 0.93 2.54 (1.59 – 4.05) 0.000
Partner’s use of alcohol 0.000
Never 0.00 1
Everyday 1.03 2.79 (1.80 – 4.33) 0.000
Once a week 0.87 2.40 (1.46 – 3.92) 0.001
1 – 3 times a month 0.37 1.45 (0.66 – 3.21) 0.358
Less than once a month 0.19 1.21 (0.44 – 3.36) 0.715
Partner’s history of drugs use (substance abuse) 0.000
Never 0.00 1
1 – 4 times a month 3.63 37.56 (4.71 – 299.31) 0.001
Everyday 2.91 18.36 (6.82 – 49.48) 0.000
Woman (Respondent) do not know 1.64 5.18 (2.95 – 9.09) 0.000
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TABLE IV
COEFFICIENTS, CRUDE ODDS RATIOS* , 95% CONFIDENCE INTERVAL, AND P-VALUE OF THE SIMPLE BIVARIATE LOGISTIC

REGRESSION

Variable Coefficient OR (95% CI) p-value
Partner’s controlling behavior 0.000
None 0.00 1
One 1.30 3.65 (1.15 – 11.58) 0.028
2 or 3 2.10 8.15 (2.89 – 22.97) 0.000
4 or more 3.18 23.96 (8.53 – 67.30) 0.000
Categorical number of children 0.091
5 or more 0.00 1
3 – 4 -0.50 0.61 (0.38 – 0.98) 0.039
1 – 2 0.01 1.01 (0.60 – 1.68) 0.982
None -0.31 0.74 (0.45 – 1.21) 0.229
Woman’s frequency of communication with family 0.000
Corresponds at least once a week 0.00 1
Corresponds at least once a month 0.52 1.68 (1.12 – 2.52) 0.012
Corresponds like once a year or hardly ever 1.03 2.80 (1.71 – 4.58) 0.000
Partnership status 0.476
Currently married 0.00 1
Currently living with a man but not married 0.26 1.30 (0.52 – 3.25) 0.576
Currently having a regular partner who lives apart -0.27 0.77 (0.49 – 1.20) 0.243
Divorced/ broken up with partner -0.68 0.51 (0.11 – 2.31) 0.38
Consummation of partnership involves payments 0.814
No payments 0.00 1
Dowry and/or bride price 0.1 1.11 (0.75 – 1.64) 0.608
Woman unaware 0.24 1.27 (0.52 – 3.08) 0.596
Partnership age difference 0.297
Woman is same age as partner 0.00 1
Woman is older -0.66 0.52 (0.09 – 3.03) 0.463
Woman is 1 – 4 years younger 0.13 1.14 (0.43 – 3.00) 0.788
Woman is 5 – 9 years younger 0.01 1.01 (0.38 – 2.68) 0.989
Woman is 10 or more years younger -0.33 0.72 (0.27 – 1.95) 0.515
Partnership educational difference 0.006
Same level 0 1
Partner better educated 0.58 1.78 (1.25 – 2.55) 0.002
Woman better educated 0.25 1.28 (0.64 – 2.57) 0.483
Partnership employment 0.222
Both employed 0 1
Only woman employed -1.12 0.33 (0.10 – 1.10) 0.071
Only partner employed -0.27 0.76 (0.47 – 1.23) 0.264
Both unemployed 0.05 1.05 (0.56 – 1.96) 0.882
Partnership discord 0.000
Never 0.00 1
Rarely 1.49 4.45 (1.76 – 11.28) 0.002
Often/sometimes 3.55 34.76 (13.45 – 89.82) 0.000
Choice of spouse or partner 0.000
Both chose 0.00 1
Woman (Respondent) chose -1.03 0.36 (0.08 – 1.56) 0.170
Others chose with woman’s consent -0.24 0.78 (0.40 – 1.56) 0.487
Others chose without woman’s consent 2.03 7.58 (3.66 – 15.73) 0.000
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Nonetheless, it should be noted that the consent of
the woman is of pivotal importance, as there is no
significant difference in the experience of IPV by
women in partnerships where both women and their
partners chose one another and those in partnerships
where others chose the women’s partners but with
their consent.

D. Multivariate Analysis

1) Individual-level Predictors Model: Having
conducted series of simple logistic regression analy-
ses aimed at unraveling crude associations between
different variables and IPV, the following variables
were found to be significantly associated with IPV
and included in the individual-level multi-variable
analysis: woman literacy, partner literacy, educa-
tional attainment of woman and that of her part-
ner, partner’s history of physical aggression, partner
engaged in affairs with other women, partner’s use
of alcohol, partner’s history of drug use, partner’s
controlling behavior and categorical number of chil-
dren. Furthermore, some other variables not found
to be significantly associated with IPV were also
considered for inclusion in the multivariable model
based on their importance as highlighted in relevant
literature. These variables include: woman’s age,
partner’s age, and number of children. Evidence
supporting their relevance could be found in the
research work of [3], [8], [19], [20], [21].

Table V presents the details of variables in the
final parsimonious model fitted at the individual level
[χ2(25, N = 719) = 235.76, p < 0.001; Hosmer and
Lemeshow: p = 0.679]. After the multivariable analy-
sis, variables including women’s age group, women’s
educational attainment, partner’s educational attain-
ment, partner’s controlling behavior, and partner’s
use of drugs (substance taken for its narcotic effects)
all having significant (main) effect in predicting IPV
occurrence in the fitted model (p < 0.05). Other
variables (e.g., women’s literacy and partner’s age
group) were all included in the model as covariates
providing needed adjustment of the effects of the
set of variables mentioned earlier. In other words,
they are important confounders, even though their
association with IPV is not statistically significant
in the model (p > 0.05).

In the main effect variables, women within the
age group of 30–49 years compared with those in

the youngest age group (18–29) were 2.3 times less
likely to experience IPV (p = 0.011). Considering
women’s educational attainment, lower attainment
(primary education), or no attainment at all exposes
women to IPV victimization (p < 0.001), with
women having primary or no attainments about 7
times more likely to experience IPV than those
having higher attainments. As opposed to the case
of women, partner’s higher educational attainments
actually increased the occurrence of violence (p =
0.04). Compared with male partners having tertiary
attainments, those with primary or no attainments
at all indicated a lower perpetration of IPV—about
2.5 times less likely to commit violence (p = 0.023).
Regarding a partner’s controlling behavior, the result
shows that greater controlling behavior is directly
proportional to a higher likelihood of perpetrating
IPV (p < 0.001). Indeed, partners exhibiting 4 or
more controlling behaviors have a 26.8-fold increase
in likelihood of perpetrating IPV compared to those
without any controlling behavior. Results on part-
ner’s history of drug use show that, in comparison
with male partners who have never used drugs, those
who indulge in daily usage or 1 to 4 times a month
were 16.8 to 46.5 times more likely to be perpetrators
of IPV (p < 0.001).

2) Relationship-level Predictor Model: Further-
more, after the simple bivariate logistic regression
analysis, the following relationship-level variables
were significantly associated with IPV: partner-
ship educational difference, partnership discord, and
choice of spouse or partner. Thus, the variables were
entered into the relationship-level multivariable anal-
ysis. Besides, just as in the case of the individual-
level multivariable analysis, other relationship-level
variables not statistically related to IPV in the simple
bivariate analysis—partnership age difference and
consummation of partnership involving payments—
were also considered. This extra inclusion was con-
sidered as research indicates the likely importance
of the variables in predicting IPV [9], [22], [23].

In Table VI, the model fitted separately for rela-
tionship level variables [χ2(11, N = 719) = 190.36,
p < 0.001; Hosmer and Lemeshow: p = 0.651] shows
that partnership age-difference, partnership educa-
tional difference, partnership discord, and choice
of spouse all contribute significantly to the model
(p < 0.05).
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In terms of partnership age difference, women
with partners who are 10 or more years older
than themselves showed significant reduction in IPV
occurrence, when compared with couples of equal
age (p = 0.032). The age difference conferred a
3.6-fold reduction in the likelihood of experiencing
IPV. Considering partnership educational difference,
men having better education than their partners were
found to perpetrate IPV 2.1 times more than those
having the same level of education as their partners
(p = 0.002). In comparison with women who re-
ported no partnership discord, those who reported
rare or frequent occurrence of discord were found
to have a 5- and 38-fold increase in the experience
of IPV, respectively (p < 0.001). Regarding choice
of spouse, cases where women had no say in se-
lecting their partners showed a 5.2-fold increase in
IPV experience, when compared with partnerships
involving couples choosing one another of their own
volition (p < 0.001).

V. DISCUSSION AND CONCLUSION

The findings of this study show a relatively high
level of IPV (about 1 out of every 4 women has
experienced IPV at least once in her life-time),
consistent with the pervasiveness reported by other
research [3], [7]. The study found that psychological
abuse was the highest form of IPV experienced by
women (life-time and current prevalence of 24.3%
and 16.6%, respectively), lending further credence
to observations of prior studies [15], [24]. This high
level of IPV victimization indicates how imperative it
is for the government and other relevant stakeholders
to act swiftly in providing support for abused women
and, most importantly, develop policies to prevent the
occurrence of violence.

The results also show widespread acceptance of
wife-beating across urban and rural areas; which
is, again, an indication of the need for greater
IPV preventive measures. This need becomes even
more pressing when one considers the fact that the
level of acceptability of wife-beating recorded in
this study is as high as (perhaps even higher than)
those recorded around the world, especially those
in Latin American countries—some of whom have
deemed this issue very serious and have taken certain
steps to address the issue [18], [21], [22], [25],
[26]. Besides, the results showing literate women

to be more supportive of wife-beating might be
an indication of patriarchy and cultural approval of
violence against women within the Nigerian society.
The results could also suggest the plausibility of
exchange theory as expressed by [27]—decrease
in violence as women’s economic resource/power
increases. These two notions (i.e., cultural approval
of violence and exchange theory) could be pertinent
as literacy is likely to confer some form of economic
power on literate women (e.g., greater likelihood of
getting better paid jobs) and as a result have less
exposure to IPV, but with the influence of dominant
societal norms of patriarchy they may accept wife-
beating under certain socially justified conditions. On
the other hand, illiterate women may be exposed to
greater IPV victimizations due to limited economic
leverage and, as a result, develop an aversion to-
wards wife-beating despite cultural approval of such
violence as a normative practice in asserting male
authority. Thus, the probable deficient sensitivity of
literate women to IPV issues fueled by patriarchal
societal norms is a further testament to the need for
more robust policies and actions, preferably those
built on school-based enlightenment schemes/inter-
ventions or based on community mobilization and
mass communication for social change, as these
strategies have been shown to have effective impact
on raising awareness about the issue of IPV and
prevention of its occurrence [3], [21], [28], [29].

Moreover, the analysis performed in fitting the
best and most parsimonious model for individual-
level variables indicates that women’s age, women’s
and partner’s educational attainments, partner’s his-
tory of drug use, and partner’s controlling behavior
all associate significantly with IPV. In the case of
relationship-level variables, factors such as partner-
ship age difference, partnership educational differ-
ence, partnership discord, and choice of partner were
statistically significant. Some of these factors at
both individual- and relationship-level have also been
reported by other studies, especially those conducted
in developed countries, to strongly associate with
IPV occurrence in a similar fashion, while others
have shown different results.

The individual-level model suggests that young
age amongst women increases the likelihood of
experiencing IPV, corroborating the results of other
studies that indicate similar findings [30], [31]. In
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TABLE V
COEFFICIENTS, ADJUSTED ODDS RATIOS* , 95% CONFIDENCE INTERVAL AND P-VALUE OF THE BEST FITTING LOGISTIC

REGRESSION MODEL FOR THE INDIVIDUAL LEVEL VARIABLES

Variable Coefficient OR (95% CI) p-value
Woman’s age group 0.036
18 – 29 0.00 1
30 – 49 -0.85 0.43 (0.22 – 0.83) 0.011
50 and above -0.56 0.57 (0.19 – 1.68) 0.308
Partner’s age group 0.652
18 – 29 0.00 1
30 – 49 0.34 1.40 (0.66 – 2.98) 0.382
50 and above 0.24 1.27 (0.47 – 3.45) 0.638
Woman literate 0.133
Yes 0.00 1
No -0.73 0.48 (0.19 – 1.25) 0.133
Woman’s educational attainment 0.000
Tertiary/Higher 0.00 1
Secondary 0.36 1.43 (0.84 – 2.44) 0.193
None or Primary 1.94 6.98 (2.84 – 17.19) 0.000
Partner’s educational attainment 0.040
Tertiary/Higher 0.00 1
Secondary 0.03 1.03 (0.58 – 1.84) 0.913
None or Primary -0.90 0.41 (0.19 – 0.88) 0.023
Partner’s general history of physical aggression 0.053
No 0.00 1
Yes 0.66 1.94 (1.13 – 3.33) 0.017
Woman (Respondent) do not know -0.02 0.98 (0.40 – 2.42) 0.969
Partner engaged in affairs with other women 0.056
No 0.00 1
Yes 0.18 1.19 (0.60 – 2.37) 0.612
May have 0.95 2.58 (1.28 – 5.22) 0.008
Woman (Respondent) do not know 0.41 1.51 (0.87 - 2.61) 0.143
Partner’s history of drugs use (substance abuse) 0.000
Never 0.00 1
1 – 4 times a month 3.84 46.54 (4.88 – 443.94) 0.001
Everyday 2.82 16.82 (4.81 – 58.79) 0.000
Woman (Respondent) do not know 1.48 4.38 (2.17 – 8.85) 0.000
Partner’s controlling behavior 0.000
None 0.00 1
One 1.76 5.80 (1.63 – 20.63) 0.007
2 or 3 2.20 8.98 (2.88 – 27.97) 0.000
4 or more 3.29 26.80 (8.58 – 83.77) 0.000
Categorical number of children 0.086
5 or more 0.00 1
3 – 4 -0.84 0.43 (0.23 – 0.82) 0.011
1 – 2 -0.61 0.54 (0.25 – 1.16) 0.115
None -0.50 0.60 (0.25 – 1.45) 0.258
Woman’s frequency of communication with family 0.104
Corresponds at least once a week 0.00 1
Corresponds at least once a month 0.41 1.50 (0.91 – 2.46) 0.110
Corresponds like once a year or hardly ever 0.57 1.76 (0.94 – 3.33) 0.080

*Odds ratio adjusted for all variables in the table (model)

OR = Odds ratio, CI = Confidence interval
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TABLE VI
COEFFICIENTS, ADJUSTED ODDS RATIOS* , 95% CONFIDENCE INTERVAL AND P-VALUE OF THE BEST FITTING LOGISTIC

REGRESSION MODEL FOR THE RELATIONSHIP LEVEL VARIABLES

Variable Coefficient OR (95% CI) p-value
Partnership age difference 0.002
Woman is same age as partner 0.00 1
Woman is older -0.76 0.47 (0.06 - 3.47) 0.458
Woman is 1 - 4 years younger -0.18 0.84 (0.28 - 2.55) 0.755
Woman is 5 - 9 years younger -0.70 0.50 (0.16 - 1.55) 0.230
Woman is 10 or more years younger -1.28 0.28 (0.09 - 0.89) 0.032
Partnership educational difference 0.002
Same level 0.00 1
Partner better educated 0.73 2.07 (1.35 - 3.17) 0.001
Woman better educated -0.16 0.85 (0.37 - 1.99) 0.713
Partnership discord 0.000
Never 0.00 1
Rarely 1.61 5.00 (1.94 - 12.88) 0.001
Often/ sometimes 3.64 38.03 (14.26 - 101.40) 0.000
Choice of spouse or partner 0.002
Both chose 0.00 1
Respondent chose -0.29 0.75 (0.16 - 3.44) 0.712
Others chose with woman’s consent -0.44 0.65 (0.29 - 1.43) 0.281
Others chose without woman’s consent 1.65 5.21 (2.11 - 12.88) 0.000

*Odds ratio adjusted for all variables in the table (model)

OR = Odds ratio, CI = Confidence interval

terms of educational attainment, low level of attain-
ment has been consistently reported in association
with male perpetration and women victimization of
IPV [9], [11], [12]. In line with these findings,
women with lower educational attainment in this
study were found to experience significantly higher
occurrence of IPV. On the opposite side, results
pertaining to male partner educational attainment in
this study refute those of the earlier studies stated, as
higher educational attainment was found to increase
IPV perpetration. Nonetheless, this particular finding
lends credence to resource theory – which posits
that male violence is a resource of last resort when
other forms of resources are unavailable [32], [33].
This is plausible as a lot of graduates of higher
institutions in Nigeria are unemployed and struggle
to make ends meet, making them a likely user of
the ‘last resort’ (violence) when other resources
that can support standard living are not available.
The applicability of resource theory is germane,
despite the fact that analyses pertaining to employ-
ment status (simple logistic regression analysis of
male partner employment in particular) show that
there is no significant difference in the likelihood
of experiencing IPV between women whose partners

are employed and those with unemployed partners.
This is so because being employed in Nigeria does
not necessarily imply having the resources to make
ends meet, especially with studies showing that most
jobs simply pay too little in the country [34].

Considering controlling behavior, the results of
this study indicating a higher IPV perpetration with
greater control corroborate those of [9] who found
that such behavior was strongly associated with IPV
across a host of different countries. With regard to
male partner drug use, strong positive correlations
with IPV perpetration have been reported by various
studies, even after controlling for women’s substance
abuse [35], [36]. The results of this study are also
consistent with these prior findings.

Furthermore, research has shown that women with
a higher level of education relative to their partners
are more prone to IPV experience [12], [37]. How-
ever, the results in this study indicate that women
with lower educational attainment than their male
partners are more predisposed to experiencing IPV.
This finding supports that of [11], and lends a further
credence to the plausibility of resource theory as
stated earlier. Studies have reported varying results
on the association of IPV with age disparity between
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male and female partners, but a dominant finding is
that women with older partners (at least five or more
years older) have lower likelihood of experiencing
IPV [9], [19]. The results of this study also show
similar association. Just as in age disparity, research
on women taking an active role in choosing their
partners has come up with contrasting results. The
most common view is that lack of say in the choice
of partner is significantly associated with IPV occur-
rence [9], and this is also supported by the results
in this study. Relationship discord is another factor
that associates with IPV in this study, with discord
increasing the likelihood of IPV by several folds. The
work of [23] provides additional evidence supporting
these results.

Finally, having considered the similarities of the
results in this study with those elsewhere, it can be
concluded that controllable factors such as educa-
tional attainment (especially that of women), male
partner’s drug use, controlling behavior, restricted
liberty of women in selecting their partners, and part-
nership discord should all be given reasonable con-
sideration in terms of policy setting and development
of preventive interventions. Furthermore, the level of
acceptability of IPV (wife-beating) should also be
of major concern, and as stated earlier school-based
interventions and community awareness campaigns
could go a long way in addressing this particular is-
sue. In addition, pre-school enrichment programs and
other programs promoting equal access to education
for males and females would help improve women’s
educational attainment along with those of their male
counterparts and could also provide a strong platform
for other preventive actions. Adopting this kind of
strategy would not just help stem down IPV, it would
also support the achievement of targets of important
movements, for example, the UN Millennium Devel-
opment Goals, especially goal 3 - Gender Equality
and Women Empowerment, and goal 2 – Universal
Primary Education [38].

Nonetheless, the findings of this study have shown
that situations elsewhere do not necessarily mirror
what is happening in Nigeria. As a result, adopting a
one-size-fits-all approach to intervention (i.e., direct
usage of policies/intervention developed for other
countries or settings) would not always succeed and
therefore there is a need for more exploration of
in-country IPV issues, as well as for the design

of appropriate interventions tailored to capture the
somewhat unique Nigerian experience.
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Application of Genetic Algorithm and Wavelet
Transform in Eye-Blink Detection from

Electroencephalograms
Roy Francis Navea and Elmer Dadios

Abstract—This paper presents an algorithm for de-
tecting eye-blink artefacts in an electroencephalogram
(EEG) signal using optimized wavelets. The algorithm
is based on genetic algorithm optimization techniques
and wavelet transform. A mother wavelet was made
to fit the sought after waveform in the EEG signal
using genetic algorithm (GA). A mother wavelet, the
Shannon (Sinc) wavelet, was deliberately altered using
a fitness function described by significant contribut-
ing parameters used for translating and scaling the
wavelet. Once the optimized wavelet is obtained, it
was made to run through an EEG signal to search for
likeliness which is determined by a threshold corre-
lation value obtained using shape language modeling
(SLM). Other methods were considered in detecting
the eye-blinks such as the manual observation and the
kurtosis method. Results show a significant difference
in the counting results of the three methods covered
by this paper. As for the proximity of counts, the
wavelet method counts eye blink signals closer to
the manually observed counting. Results also show a
significant difference between the wavelet-based and
the kurtosis-based eye blink counting methods.

Index Terms—EEG, eye-blinks, genetic algorithm,
fitness function, wavelet.

I. INTRODUCTION

ON the average, eye blinks occur once every
five seconds. Increased or decreased rate of

eye blinking routines may indicate symptoms of
eye blinking problems. Eye blinks happen to avoid
drying out of the eye globe or even to protect the
eye from outside irritants. Increased rate of eye blink
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neering Department, De La Salle University, Manila, Philippines

E. Dadios is with the Manufacturing Engineering and Manage-
ment Department, De La Salle University, Manila, Philippines

can also be observed from persons who are stressed,
anxious, or exhausted [1]. Hereditary eye diseases,
like the open-angle glaucoma, may possibly be an
initial indicator of abnormal increased eye blinking
activities [1], [2].

Irregular eye blinking can also be traced in the
nervous system such as the condition known as
Blepharosphasm. Some other includes stroke, tar-
dive, dyskinesia, Tourettes syndrome, or the Aicardi
syndrome. A severe decrease in blinking is seen
chiefly in Parkinsons disease. Facial paralysis and
lack of facial expression including ostensive staring
usually accompany decreased rate of eye blinks [2].

Eye blinks in EEG are one of the major sources
of physiological noise especially if EEG recording
is done when the eyes are open. Several algorithms
were proposed to detect eye-blinks signals from
EEG. One of which is the constrained blind source
separation algorithm (CBSS). This is an effective
way of removing eye muscle artifacts from elec-
troencephalograms. By applying CBSS, the cross-
correlation coefficient between the estimated sources
and the artifact has been considerably reduced [3].

Due to the stochastic nature of EEG, statistical
characterization were also used to describe their be-
havior [4]. Statistical measures include expectance,
variance, skewness, and kurtosis for which the order
is arranged from first to fourth, respectively [5].
These measures can be used as inputs in a neural
network classification system to identify the occur-
rence of an eye blink in an EEG stream [4].

EEG sensors may appear to have a few or several
nodes to capture the activities of the brain from the
scalp. In an experiment [6], a three-electrode system
was used to capture brain activities by considering
four distinct conditions. These are with relaxed and

Copyright © 2016 by De La Salle University
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voluntary eye blinks; eyes closing and several eye
movements. The study proved the effective capturing
ability of the electrodes in which the eye-blink arti-
facts are easily seen after several signal processing
algorithms were performed. Kurtosis, which is a
fourth-order statistical measure, was used in the
experiment. Output coefficients greater than 3.0 were
used as an indicator of an eye blink signal [7].
Nonetheless, the kurtosis is a considerable parameter
to determine the occurrence of an eye blink.

Genetic algorithm and wavelet transform were
used to semi-automatically detect the presence of an
epilepsy spike [8]. A mother wavelet was chosen and
optimized to fit the desired EEG signal by designing
a fitness function to work in the genetic algorithm.
High selectivity and sensitivity percentages were
obtained that contributes to high accuracy levels.

This paper intends to propose a method in which
a certain waveform, designed to match a specific
EEG segment waveform (such as an eye blink seg-
ment), can be used to run through an EEG stream
to search for likelihood. Optimization techniques
were exploited to find the best fitted waveform to
match a certain target EEG waveform. In this paper,
a proposed method for eye blink detection using
optimized wavelet by genetic algorithm optimization
search is presented. A typical eye-blink signal was
extracted from the EEG samples. It was wavelet
transformed to optimize a new wavelet that will suit
its characteristics.

The remainder of this paper are organized into
sections. Section II contains the details of the EEG
data set used and how it was pre-processed. Section
III discusses the optimization procedures and how
the detection and counting was done. Section IV
shows the discussion of the results and Section V
draws the significant conclusion of this research.

II. EEG DATA SET AND PRE-PROCESSING

A. EEG Data Source

The EEG data used in this study were taken
from 12 students who were observed while taking a
computer-based examination using the Aplusix math
learning software [9]. Video footages were used to
manually observe the occurrence of the eye blink and
marked it against the EEG signal obtained using the
Emotiv EPOC, a 14-channel wireless EEG system

Fig. 1. EEG channel locations [11].

developed by Emotiv Systems [10]. The EEG elec-
trode locations are shown in Fig. 1. The 14 channels
are arranged and coded as AF3, F7, F3, FC5, T7,
P7, O1, O2, P8, T8, FC6, F4, F8, and AF4. The
letters F, T, P, C and O stands for frontal, temporal,
parietal, central, and occipital lobes, respectively.
The electrodes were checked to green all the time
in the Emotiv SDK user interface. This is to ensure
excellent signal reception using a wireless interface.
The channels used in this study are the combined
output of AF3 and T7, both are located on the left
hemisphere of the brain. The combination was made
to easily see the occurrence of the eye blink signals.

B. Kurtosis Method

Kurtosis is a fourth-order central momentum that
characterizes the relative flatness or peakedness of
the signal distribution. It is mathematically defined
by

kurtosis =
1

N

N∑
j=1

[
xj − x̄
S

]4
(1)

where N is the total number of samples, xj is the
data point at index j which runs from 1 to N. x̄ is the
mean of the sampled data with a standard deviation
S.

Kurtosis values greater than 3.0 (Leptokurtic dis-
tribution) indicates that the values are concentrated
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Fig. 2. Sample eye blink signals.

around the mean with thicker tails. This is sharper
than a normal distribution with high probability of
extreme values. Kurtosis less than 3.0 (Platykurtic
distribution) shows a flatter curve as compared to
a normal distribution. The probability for extreme
values is less than a normal distribution, and they
are wider spread around the mean. Kurtosis equal to
3.0 (Mesokurtic distribution) is a normal distribution.
Eye blink signals are Leptokurtic and their kurtosis
is around 3.0 but not greater than 5.0 [7], [12].

A 1-minute EEG stream, sampled at 128 samples
per second, was used. This resulted to a total of 7680
sampled segments. The raw EEG was standardized
using the z-score standardization procedure defined
by

z =
(x− x̄)

S
(2)

where x is the data point, x̄ is the mean of the
sampled data with a standard deviation S. Z-scoring
is the standardization of data that measure the dis-
tance of a data point from the mean in terms of the
standard deviation. Standardization results to a mean
of 0 and unity standard deviation, thus retains the
shape properties of the original data set.

A looping program was created to do an eye
blink search using the kurtosis values. The sought
eye blink signals were plotted and six were chosen
according to the physical appearance of typical eye
blink signal. Fig. 2 shows the six sample eye blink
signals.

The continuous wavelet transform (CWT) of the
sample eye blink signals were obtained to serve as
the basis of the coefficients of the wavelet that is
going to be designed. The Shannon wavelet was used

Fig. 3. CWT coefficients of the marked eye blink signal.

as the mother wavelet scaled with 32 levels. The
Shannon wavelet was described in Section III-A.

For uniformity, the coefficients were normalized
using

coefnorm =
coef− coefmin

coefmax − coefmin
(3)

This will keep the coefficient values within the range
of 0 and 1. The real CWT coefficients are plotted
in Fig. 3. The number of levels were based from a
power of two or 2n. This restricts the arbitrary selec-
tion of the number of levels. It is noticeable also in
Fig. 3 that when the CWT of eye blink signals were
obtained with 32 levels, they resemble an appearance
close to the appearance of the Shannon wavelet basis
function (Fig. 5). This cannot be attained with levels
more than or less than 32.

For optimization, a single waveform was obtained
from the six eye blink signals. The plotted CWT
coefficients of the marked eye blink signal is shown
in Fig. 4.

The marked eye blink signal has 128 samples. It
has a maximum and minimum normalized ampli-
tudes of 1 V and 0 V located at the 52nd and 36th
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Fig. 4. CWT coefficients of the marked eye blink signal.

index along the x-axis, respectively. Its expectance
normalized amplitude is 0.4224V with 0.0497 vari-
ance. Skewness is 0.3605 (right skewed or with
positive skewness) and kurtosis is 3.3513 indicative
of a Leptokurtic distribution. These characteristics
satisfy a typical eye blink waveform.

III. WAVELET OPTIMIZATION AND DETECTION

PROCEDURES

A. Wavelets

Wavelets are a class of mathematical functions
used to localize a given continuous- or discrete-
time function in both space and scaling. A family
of wavelet can root from a mother wavelet [13]. The
mother wavelet function is defined as Ψ(t) ∈ L2(R),
which is limited in a finite interval. The function is
defined and has values in a certain range and zeros
elsewhere. The mother wavelet has zero-mean and it
is normalized. Mathematically, they are∫ +∞

−∞
Ψ(t)dt = 0 (4)

‖Ψ(t)‖2 =

∫ +∞

−∞
Ψ(t)Ψ∗(t)dt = 1 (5)

Dilation and translation property states that the
mother wavelet can form a basis set of value denoted
by {

Ψu,s(t) =
1√
s

Ψ(
t− u
s

)

}∣∣∣∣
u∈R,s∈R+

(6)

where u is the translating parameter, indicating
which region is concerned. The variable s is the
scaling parameter. It should be greater than zero
because negative scaling is undefined. The term 1√

s

Fig. 5. Sinc (Shannon) wavelet.

is for energy normalization, that is, to achieve the
same energy level at every scale.

In this paper, the Sinc wavelet, commonly known
as the Shannon wavelet, was used. The Sinc wavelet
is the second fundamental of the wavelet systems
[14]. This is defined by

Ψ(t) = 2sinc(2t)− sinc(t) (7)

with a trigonometric equivalent in terms of the sine
function defined by

Ψ(t) =
sin(2πt)− sin(πt)

πt
(8)

Two parameters were considered to best fit the
waveform as described in Equation (6). These pa-
rameters are the translating parameter and the scaling
parameter. It is recommended to take special values
for s and u: s = 2−j and u = k2−j where j and k are
integers. Both of these values were optimized to best
fit the waveform as shown in Fig. 4. However, this
assignment of recommended values is not strictly
observed in this paper.

Wavelets should integrate to zero and waving
above and below the x-axis as shown in Fig. 5. The
graph shows a direct implementation of the Shannon
wavelet as described in Equation (7) with a range of
−2π ≤ t ≤ 2π spaced with 128 discrete indexes.

B. Genetic Algorithm

Genetic algorithm is an optimization method used
to solve both constrained and unconstrained prob-
lems using a process similar to biological evolution.
This is a repeated process that selects individuals at
random from the current population to be parents
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used to produce children for the next generation. As
the process repeats, the population evolves toward
an optimal solution.

The genetic algorithm was used to best match
the marked eye blink signal. A fitness function [8]
defined by Equation (9) was fed into the Optimiza-
tion toolbox using genetic algorithm in MATLAB.
The trapezoidal method of numerical integration was
used in order to calculate the least area between the
CWT coefficients of the marked eye blink signal and
the optimized Shannon wavelet above the x-axis.

f(u, s) =

∫
|x(t)−Ψu,s(t)| dt (9)

Three variables were used in the process of ob-
taining the scaling (s) and translating (u) parameter
of the wavelet basis function. In this paper, s and u
are defined as follows:

s = 2−j(kπ) (10)

u = ls (11)

where j, k, and l are the optimized unknown vari-
ables.

The GA was implemented with a double vector
population type and a population size of 20. The
number of generations was set to 100. The stopping
criterion is not dependent on time limit or with the
stall time limit. The rest are set as default.

C. Detection with Wavelets

The optimized wavelet was used to search the
occurrences of eye blinks through an entire EEG
stream. Once an eye blink was found, a counting
algorithm takes place to determine the total number
of eye blinks. The correlation coefficient of the
optimized wavelet and the CWT coefficients of EEG
waveform was used as a determining parameter.

The search process was done by calculating the
wavelet transform of the whole signal, and then
obtaining the wavelet coefficients along a determined
scale [8], in this case, 128 samples per frame. The
correlation between the coefficients of the optimized
wavelet and the wavelet transform of the EEG signal
was obtained every 128 samples, giving 60 coeffi-
cients. Whenever the correlation coefficient is greater
than the threshold value, a unit is counted. The
threshold coefficient value was obtained using shape
language modeling or SLM [15].

TABLE I
GA OPTIMIZATION RESULTS

Run j k l fit
1 1.608 0.541 -2.158 21.253
2 2.624 1.050 -2.253 21.263
3 1.218 0.407 -2.185 21.115
4 3.017 0.224 -0.903 21.661
5 3.395 1.749 -2.261 21.091
6 2.471 0.915 -2.306 21.129
7 0.276 1.097 -3.700 16.528
8 4.708 0.117 -0.150 20.758
9 0.544 0.249 -2.181 21.318
10 0.021 0.010 -0.138 21.352

IV. RESULTS

A 10-run GA was implemented and the coeffi-
cients with the three lowest fitness function value
was considered. As a general rule, the lower the
fitness value, the greater is the similarities of the
waveforms. Table I shows the results of the run.

Runs 7, 8, and 5 were found to have the top
3 lowest fitness values. Run 7 obtained the least
value of the fitness function with 16.528 using the
coefficients j = 0.276, k = 1.097, and l = -3.700.
Using equations (10) and (11), s = 2.846 and u = -
10.531. Run 8 obtained the second least value of the
fitness function with 20.758 using the coefficients
j = 4.708, k = 0.117, and l = -0.150 obtaining s =
0.014 and u = -0.002. Thirdly is Run 5 with a fitness
function value of 21.091 using the coefficients j =
3.395, k = 1.749, and l = -2.261 obtaining s = 0.522
and u = -1.181.

The graphs of the waveforms (in red) of the three
runs are shown in Fig. 6. They were plotted together
with the CWT coefficients of the marked eye blink
signal. Their statistical characteristics are shown in
Table II.

Wavelets should integrate to zero and waving
above and below the x-axis. If the x-axis will be
translated by 0.5 above zero, then the wavelets in
Runs 8 and 5 (Fig. 6b and 6c) satisfy the aforemen-
tioned condition. Run 7 may also be waiving but it is
not that noticeable as compared with the other two.

However, looking at the statistical characteristics
of the waveforms in Table II, the wavelet in Run
7 satisfies the condition in the kurtosis method.
Wavelets in Runs 8 and 5 have very high peakedness
which if made to run through an EEG stream may
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(a)

(b)

(c)

Fig. 6. Optimized wavelet with the marked eye blink signal: (a)
Run 7, (b) Run 8, (c) Run 5.

TABLE II
STATISTICAL CHARACTERIZATION OF THE OPTIMIZED

WAVELETS

Wavelet Expectance Variance Skewness Kurtosis
Ref 0.422 0.050 0.361 3.351

Run 7 0.434 0.040 -0.047 2.973
Run 8 0.451 0.005 1.542 47.535
Run 5 0.379 0.121 2.039 18.062

indicate other high peak signals aside from an eye
blink.

The genetic algorithm performance for the three
runs is shown in Fig. 7. This paper looked upon the
following plot functions in the GA Toolbox: Best
Fitness, Best Individual, Distance, and Selection. The
Best Fitness plots the best function value in each
generation versus the iteration number. The Best
Individual plots the vector entries of the individual
with the best fitness function value in each iteration.
The Distance plots the average distance between
individuals at each generation and the Selection plots
a histogram of the parents. This basically shows
which parent is contributing to each generation.

Three variables were optimized to determine the
least possible value of the fitness function as defined
by Equation (9). At the end of each run, the best
value of the fitness function is displayed. Table I
shows these results. It can also be seen that the
average distance between individuals are becoming
smaller as they approach the optimum fitness value.
Parent 2 contributes significantly as each generation
progresses to the optimum.

A sample EEG signal is shown in Fig. 8. This EEG
stream contains 24 manually marked eye blinks. The
kurtosis method counted 21 eye blinks while when
the optimized wavelet was made to run through this
stream, the eye blink count is 23.

The result of the eye blink detection and counting
is shown in Table III. Three counting methods were
presented in this study. The manual counting (M)
was performed by simply looking for the spikes in
the EEG signal and observing it hand-in-hand with a
video footage. The kurtosis method (K) was done as
described in Section II-B while the wavelet method
(W) was performed as described in Section III-C.

To compare the counting results obtained in Table
III, the percentage difference (PD) between them
is calculated. As a rule, the smaller the PD, the
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(a)

(b)

(c)

Fig. 7. GA Performance: (a) Run 7, (b) Run 8, (c) Run 5.

Fig. 8. Sample EEG signal with 24 marked eye blinks.

closer are the quantities being compared. The PD

TABLE III
EYE BLINK COUNTING RESULTS

EEG Sample Count
Manual (M) Kurtosis (K) Wavelet (W)

1 24 21 23
2 22 19 29
3 25 25 27
4 26 20 25
5 23 14 30
6 35 16 31
7 28 14 30
8 29 22 29
9 34 21 26

10 34 17 31
11 22 21 32
12 31 18 28

TABLE IV
PERCENTAGE DIFFERENCES BETWEEN M, K, AND W

EEG Sample Percentage Difference
M vs. K M vs. W K vs. W

1 13.33 4.26 9.09
2 14.63 27.45 41.67
3 0.00 7.69 7.69
4 26.09 3.92 22.22
5 48.65 26.42 72.73
6 74.51 12.12 63.83
7 66.67 6.90 72.73
8 27.45 0.00 27.45
9 47.27 26.67 21.28
10 66.67 9.23 58.33
11 4.65 37.04 41.51
12 53.06 10.17 43.48

Average 36.92 14.32 40.17

calculation results are shown in Table IV. On the
average, the manual counting versus the counting
method using wavelets have the least percentage
difference of 14.32%. What the wavelet method
counts is much closer to the manual observation of
the eye blink spikes. The manual counting versus
the kurtosis method comes next with 36.92%. This
indicates that if the kurtosis and wavelet methods
are compared, the wavelet method counts better than
the kurtosis method. If the kurtosis and the wavelet
methods are compared, their percentage difference
is 40.17% which means that they are counting eye
blinks similarly at 59.83%.

Table V shows the statistical analysis of the
counting results between the three methods used.
To analyze the three counting methods, a single
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factor ANOVA (Analysis of Variance) was used. The
null hypothesis states that there is no significant
difference between the counting results of the three
methods. Alternatively, there is a significant differ-
ence. The level of significance is 0.05. The decision
rule holds that if the F-computed value (or F) is
greater than the tabular value (F crit), disconfirm the
null hypothesis.

From Table V, the F value is 23.815 which is found
to be greater than the F crit with 3.285. With this,
it is safe to conclude that there is enough evidence
to state that there is a significant difference between
the counting results of the three methods.

To statistically determine if there is a significant
difference between the counting results of the Kur-
tosis and Wavelet methods, the t-test with assumed
equal variances was used. Similarly, the null hy-
pothesis states that there is no significant difference
between the results of Kurtosis and Wavelet eye
blink counting methods. Alternatively, there is a
significant difference. The decision rule holds that if
the t-computed value (or t Stat) is beyond the tabular
value (t Critical), disconfirm the null hypothesis. The
level of significance is also set at 0.05.

From Table VI, the t Stat value is -7.595 which
is found to be beyond the t Critical with 1.717
(for one-tail) and 2.074 (for two-tail). From these
results, for both one-tail and two-tail, it is safe to
state that there is enough evidence to conclude that
there is a significant difference between the counting
results of the two methods. This supports the validity
of the PD calculations and the effectiveness of the
wavelet-based counting method over the kurtosis-
based method.

As for the number of eye blink count per method
used, the wavelet method shows the highest percent-
age in the rank with 38%. Seconded by the manual
counting with 37%; then the kurtosis method with
25%. The wavelet method shows a closer proximity
with the manual method in eye blink counting.
Fig. 9 shows the pie chart of the eye blink count
distribution.

V. CONCLUSION

In this paper, genetic algorithm was used to design
and optimize a wavelet to specifically detect an
eye blink signal in an EEG stream. The continuous
wavelet transform (CWT) coefficients of the marked

Fig. 9. Eye blink count distribution.

eye blink signal served as the basis for the formation
of the designed wavelet which is rooted from the
Shannon wavelet. The optimized wavelet was used
to search through the EEG stream for the purpose
of counting the number of eye blink signals present
in it. The fitness function plays an important role in
the optimization process. The fitness function was
defined by the difference of the areas under the
curve and implemented using trapezoidal method of
numerical integration. Parameter matching was done
so that the wavelet appears to be more like the
desired waveform. Three parameters were considered
in the optimization process that are contributory to
the translating and scaling coefficients of the mother
wavelet.

Three results came with the top three lowest
fitness function value. However, due to some con-
straints, the one with the lowest kurtosis value was
considered. This is to best match with the kurtosis
value of a typical eye blink signal. The obtained
wavelet was made to run through the EEG stream
for counting.

Three methods were considered: manual, kurtosis-
based, and wavelet-based. As compared with the
kurtosis-based method, the wavelet-based counting
method was proven to count eye blinks closer to the
manual counting. The percentage difference between
the methods was calculated in order to come up with
this comparison. Moreover, the wavelet method also
shows the largest count of eye blinks but this is
not so far with the manual counting. The kurtosis
method counts the least and is found to be far from
the manual count.

Statistically, there is a significant difference when
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TABLE V
ANALYSIS OF VARIANCE FOR THE M, K AND W METHODS

Source of Variation SS df MS F P-value F crit
Between Groups 662.722 2.000 331.361 23.815 0.000 3.285
Within Groups 459.167 33.000 13.914

Total 1121.889 35.000

TABLE VI
T-TEST FOR THE K AND W METHODS

t Stat -7.595
one-tail two-tail

P(T ≤ t) 0.000 P(T ≤ t) 0.000
t Critical 1.717 t Critical 2.074

all the three counting methods were considered.
Results are shown in Table IV. When the Kurtosis-
based method was compared with the Wavelet-based
method, it was found out that they have a significant
difference as shown in Table V. This supports the
results of the PD calculations and proves its consis-
tency.

The GA-optimized wavelet-based counting
method can be used to count eye blinks in
electroencephalograms (EEG). The waveform
which has to be detected in an EEG stream may
appear differently which indicates a variation in the
wavelets fitness characteristics. Other wavelets may
also be considered and optimized in search for other
features in an EEG stream.
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Hybrid Fuzzy Multi-criteria Decision Making:
Exploring Decisive Green Purchasing in

Customer Relationship Management
Chun-mei Su, Der-Juinn Horng, Ming-Lang Tseng, and Anthony SF Chiu

Abstract—This study contributes to the impact of
customer relationship management (CRM) on cus-
tomer purchase intention related to green products
from the perspective of firms in Taiwan’s food in-
dustry. Due to an increasing awareness of environ-
mental effects, customers are more sensitive towards
green products when making purchasing decisions.
Consequently, food companies must understand and
be aware of the effect of their green products on
purchasing intention in their CRM model. Thus,
this study focuses on CRM and green purchasing
aspects for consumers’ purchase intention of green
products, which continues to have shortcomings. This
study identifies the debates, integrates the theory of
planned behavior, and proposes to use the fuzzy Delphi
method, fuzzy set theory, and importance-performance
analysis. The primary finding is that a person’s effects,
intention, and technology are significant to stimulate
customer intention related to the purchase of green
products.

Index Terms—customer relationship management,
theory of planned behavior, fuzzy Delphi method,
fuzzy set theory, importance-performance analysis.

I. INTRODUCTION

THE food industry is contributing to Taiwan’s
national economy. It is a dynamic industry,

with constant changes in customer demands. Dur-
ing this decade, consumers have increasingly paid
attention to green purchasing and environmentally
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conscious products [1], [2], [3]. Da Cunha Lemos
and Giacomucci stated that green purchasing is the
act of buying products or using services that can
reduce harmful impacts on the environment [4].
The growth in demand for green products has been
increasing due to food scandals that have heightened
consumers’ awareness of natural, healthy, safe, and
high-quality food along with their purchasing inten-
tion (PI) towards green products [5]. Hallstedt et al.
suggested that sustainability must be integrated into
organizational goals because green products orient
firms towards sustainability [6]. In addition, cus-
tomer relationship management (CRM) can facilitate
and influence customer PI towards green products.
Prior studies of the CRM model have derived many
different but closely related CRM characteristics,
which generally are categorized into three com-
plementary perspectives: technology, business, and
customers [7]. The CRM model plays a key role in
business management for sustainable business devel-
opment [8]. Thus, according to theories of customer
behavior, firms must integrate the CRM model as a
solution for obtaining purchases from customers.

This study integrates customer behavior theories,
including the theory of planned behavior (TPB), and
suggests that a customer’s response to an offering
from a firm is usually well reasoned and clearly
manifested in their intention and behavior. Moreover,
the CRM model can be explained by the TPB, which
is concerned with the determinants of consciously
intended behavior [9], [10]. There are studies that
have discovered the role of CRM aspects in several
industries [11], [12], [13], [14]. Carter argued that
the CRM model is a critical factor that directly influ-
ences green purchasing and the firm’s understanding
of customer behaviors [15]. Nevertheless, the studies

Copyright c© 2016 by De La Salle University
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that have a detailed focus on the CRM model and
green purchasing aspects of PI towards the food
industry continue to have shortcomings. Therefore,
this study aims to enrich understandings about CRM
impacts on green purchasing in the food industry.

This study illustrates how the CRM model in-
tegrates into customer PI towards green products.
This study’s contribution is to provide an understand-
ing of the CRM aspects that specifically focus on
customers’ PI towards green products from the per-
spective of firms in Taiwan’s food industry. Through
aspects and criteria collected from the literature and
some industry experts, this study measures three
perspectives (technology, customer orientation, and
business) on green purchasing and allows firms to
explicitly determine the range of their importance in
a competitive market along with their effects on orga-
nizational performance, so that they can benchmark
their sustainable competitive advantages.

Studies of the CRM model have applied the model
in different fields and used traditional statistical
methods to measure it [16], [17], [11], [18]. The
prior studies usually generate a set of aspects and
criteria and therefore eliminate unnecessary aspects
and criteria in reliance on experts’ experience and
knowledge. Still, experts’ experience and knowledge
are usually vague and subjective. The prior stud-
ies failed to express their responses in qualitative
preferences. Thus, Karsak utilized the fuzzy Delphi
method (FDM) to achieve a customer consensus in
determining the importance of customer needs [16].
Nasserzadeh et al. applied FDM to simulate and
represent the factors that affect customer satisfaction
[17]. Additionally, the fuzzy set theory resembles
reasonable human action through approximate in-
formation and uncertainty to generate intentions.
Because one of the advantages of FDM is simplicity,
in which all linguistic terms are transferred into
fuzzy numbers and all of the expert opinions can be
encompassed within one investigation, this method
can generate a better effect of criteria selection [19].
In addition, importance and performance are two
elements that play key roles in customer intention
analysis [20]. Thus, this study uses FDM to elim-
inate aspects and criteria and utilizes importance-
performance analysis (IPA) to determine the criteria
important for discovering CRM model impacts on
green purchasing.

Thus, this study’s objective is to identify a set of
aspects and criteria and to benchmark the critical
aspects and criteria under uncertainty. The study
is organized as follows: Section 2 provides and
develops a theoretical evaluation of green purchasing
from a firm perspective and reviews literature on its
aspects and criteria. Section 3 presents the method
and data analysis, which involves FDM and IPA.
The results are discussed in details in section 4.
This discussion is a hierarchical model in which the
aspects and criteria are presented. Section 5 presents
the theoretical and managerial implications. The final
section illustrates conclusions, contributions, limita-
tions, and future studies.

II. LITERATURE REVIEW

In this section, the definition and perspectives
of the CRM are explicitly presented. In addition,
the TPB is provided to understand PI and green
purchasing. The final section presents the method
and measurement.

A. Customer Relationship Management

The CRM model is a business strategy that aims
to establish and develop the value-creation relation-
ship with the customer base with respect to under-
standing, anticipating, and managing customer needs
along with the knowledge that is gained about the
customer to improve organizational effectiveness and
increase profitability [21]. One of the primary goals
of many companies is to create superior value for
the customer [22]. Furthermore, Coner and Gungor
stated that capturing customer behavior is a signif-
icantly important element in meeting the customer
requirements [23].

CRM has existed in many different concepts; but
generally, it is categorized into three perspectives:
technology, business, and customers. Becker et al.,
found two forms of CRM [24]. The first is based on
the organization’s capability to foster a relationship
with the customer that relates to service marketing.
The second uses technology to collect data so that
through data analysis, the firm can optimally satisfy
customers’ needs and thereby generate long-term,
loyal relationships with them. In the following sec-
tions, this study discusses the three perspectives in
detail.
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1) Technology Perspective: From a technological
perspective, information technology is regarded as a
key component in implementing a business strategy
that allows the collection and analysis of customer
information to foster closer customer relationships
[25]. Chalmeta stated that the technology perspective
on CRM provides an organization with numerous
benefits because that system not only helps the
firm to improve the effectiveness of the processes
involved in customer relationships but also helps the
firm to respond very quickly to changes in the en-
vironment and customer needs [26]. Therefore, it is
essential for an organization to require an integrated
information system that provides accurate, real-time,
and relevant customer information to all employ-
ees [27]. Moreover, to successfully implement the
CRM, the firm must apply the right technology with
which to optimize the business processes involved in
the customer relationship. This information system
is used in the organization’s marketing, sales, and
service functions [28].

2) Business Perspective: Analyzing the aspects
that belong to business perspective is very important
because the results of such research affects decision-
making related to creating appropriate strategies
to satisfy customer requirements [29]. Hayes and
Ref stated that the business perspective recognizes
CRM related to customer demographics, understand-
ing and predicting consumer behavior, segmenting
customers, and analyzing purchasing patterns [30].
Moreover, CRM helps employees to access the ac-
curacy of information so that they can best respond
to customer needs during customer interactions. Ko-
torov recognized that to successfully execute CRM,
the firm must restructure its organization and orient
its value chain to demand [31]. Thus, the business
perspective includes the transformation required by
the organization’s business processes, structure, and
culture [32]. Goodhue et al. argued that to optimize
the benefits of CRM, it is not sufficient for the firm
simply to base it on applying an integrated informa-
tion system; instead, the firm must change job roles,
business processes, and organizational culture [33].

3) Customer Perspective: Anderson and Kerr de-
fined the CRM model from the customer perspective
as concentrating on making contact between the cus-
tomer and the organization [34]. Customers usually
do not pay attention to a firm’s internal business;

however, they are affected by their interactions with
the firm. There are many types of interaction, such
as call centers, communication channels, email, sales
representatives, faxes, and others [35]. Therefore,
service efficiency and friendliness to customers are
considered as important elements that help orga-
nizations to maintain customers, avoiding the un-
wanted situation of having customers reject firm
because of poor services or interactions [36]. Massey
found that customer loyalty is established through
customer interaction [37]. The explanation for this
phenomenon is that when employees spend more
time to communicate with customers, they realize
that customers are willing to spend time to interact
with the organization. Through CRM, it is essential
for organizations to understand customer require-
ments; therefore, employees who directly interact
with customers should be provided an overview
of customer information that could help them to
improve customer services [33]. Carter stated that
CRM has a direct impact on firms’ green purchasing
and their investigation of customer behavior that can
affect green purchasing [15]. Therefore, the concept
of green purchasing is presented clearly in the next
section.

B. Green Purchasing

Chang and Cheng stated that a significant increase
in environmental issues accompanies the develop-
ment of human society [38]. Thus, green purchasing
has become an important force that can protect the
environment and save the earth [39]. Min and Galle
defined green purchasing as the purchase of goods
and services that minimize environment impacts
[40]. This includes the purchase of products that
have “lesser or reduced effects on human health
and the environment when compared with competing
products that serve the same purpose”. The factors
for comparison include raw materials such as the
energy and water used in the manufacturing process;
types of production, packaging, and distribution;
source reduction and reuse; transport distance; and
local production [41]. These elements combine into a
single product that can fit the green-product standard
and that causes organizations to pay more attention
when sending their products to market to compete
at the best price. In addition, Preuss defined green
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purchasing as an effective way to improve industries’
environmental performance [42].

Liere and Dunlap showed that environmental con-
cerns and human motivational factors such as age,
education, and political ideology are closely related
[43]. In addition, these authors also state that well-
educated people seem to have more environmen-
tal awareness. Moreover, Lee identified key factors
that affect consumers’ green purchasing behavior,
such as social influence, environmental concern, self-
image, and perceived environmental responsibility
[44]. Whereas Straughan and Roberts have found
that the level of knowledge has a strong impact on
people’s ecological and environmental attitudes [45],
Bonini and Oppenheim have discovered that envi-
ronmental knowledge has an impact on purchasing
behavior based on their study of consumers’ belief
toward green attitudes [46]. Additionally, the affect
of individuals’ knowledge and intention related to
the environment are determined by their value eval-
uations [47], [39]. Some researchers use variables
to describe people’s actions toward environmental
issues. For example, Kalafatis et al. have examined
the factors that affect consumers’ intention to buy
green products and have indicated that the TPB
offers a straight, defined structure that allows an
investigation of the influence that various factors
have on consumers’ intentions to buy green products
[48].

Research on green purchasing has involved apply-
ing established theories, most commonly those based
on the TPB [49]. That theory states that consumers’
attitudes and norms related to environmental mat-
ters strongly determine their actual behaviors and
green purchasing actions. TPB stated that PI is a
crucial element that can determine customers’ actual
buying behavior. More specifically, the stronger the
customer intentions related to green products, the
more purchases made by the customer and thus, there
is a strong link between green purchasing and PI.

According to Beckford et al. [50], PI is a signif-
icant predictor of green purchasing behavior, which
means that PI positively affects the probability of
a customer decision. PI is a customer’s objective
when making a decision whether to purchase a
product [51]. In addition, it is a reason that gives
customers greater motivation to purchase, a type of
cognitive good. TPB also explains that PI is the key

factor in purchase behavior, which is influenced by
customer’s attitudes [52]. Furthermore, to have better
PI prediction, attitudes towards behavior are more
important than attitudes towards products [52].

Carter argued that CRM is a key factor that
directly influences green purchasing activities and
the firm’s understanding of customer behaviors [15].
Furthermore, Ajzen has stated that PI is a crucial
element that can determine a customer’s green buy-
ing behavior [49]. However, there is a lack of studies
with a detailed focus on CRM aspects and PI towards
green purchasing in the food industry, especially in
terms of green food products. This study’s findings
explicitly describe the link among these three factors
and provide an understanding of the effect of CRM
perspectives that specifically focus on the customer’s
PI related to green purchasing efforts.

C. Method

This study measures the importance and effective-
ness of each criterion to the firm’s CRM perspectives
by integrating FDM to eliminate unnecessary crite-
ria, to enhance resources efficacy, and to implement
the IPA evaluation tool.

FDM has been used in many studies [53], [54],
[55], [19]. Karsak has utilized the FDM to de-
termine the importance of customer needs to the
firm [16]. Nasserzadeh et al. has also applied FDM
to simulate and represent the factors that affect
customer satisfaction [17]. FDM, which was first
developed by Dalkey and Helmer [56], is a technique
used to obtain the most reliable concurrence among
a group of experts [57]. The advantages of this
method, compared to others, are that the participants
avoid direct confrontations and have opportunities
to receive feedback reports, thus improving their
own opinions [17], [58]. In addition, Kaufmann and
Gupta have proposed another, more complete FDM
procedure, which uses the fuzzy set theory by asking
participants to provide an estimate [59].

After removing unnecessary aspects and criteria
that do not have a significant effect on CRM, this
study uses the IPA model to analyze the importance
and performance of the remains. The IPA model was
first introduced by Martilla and James [60]. Pezeshki
et al. have integrated IPA as a mainstream method
to investigate the importance and performance of
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the criteria from the customer perspective and deter-
mined that the importance of an attribute is a func-
tion of the performance of that attribute [20]. IPA is
essential to judge decisions that reduce the acknowl-
edgement of priority improvements in accordance
with strategic planning to strengthen competitiveness
[61]. IPA is also a behavioral theory used as a means
to assert management decisions about the method of
responding to a specific management problem.

D. The Measures

The construct of green purchasing and CRM
has been measured according to four perspectives:
green purchasing, technology, customers, and busi-
ness. These perspectives include nine aspects: ef-
fect, knowledge, intention, actual purchase, CRM
technology, customer orientation, performance, value
drivers, and marketing metrics.

The effect measures are presented in Table 1.
The firm clearly recognizes a significant change in
customer attitudes towards environmental products
over time. Attitudes are the most suitable way to
explain that the customer is willing to be involved in,
to purchase, and to fulfill ecological objectives [62].
It frightens the customer to imagine using a product
that harms the environment. In addition, the balance
of nature is disrupted by human activity; therefore,
people should take responsibility and make an effort
to improve environmental issues because humans are
the primary cause of environmental damage. Lee
identified environmental concern and environmental
responsibility as the essential factors that affect green
purchasing behavior [44].

From the ecological knowledge perspective, some
factors that cause soil pollution and are the pri-
mary cause of the death of ocean creatures include
knowledge that customers need to have about the
environment. Furthermore, all of the lead pollution in
the atmosphere is caused by humans. Thus, it is most
important that they obtain more knowledge about
a solution that helps to improve the environmental
atmosphere. Bonini and Oppenheim have studied
consumers’ beliefs related to green attitudes, and
they stated that ecological knowledge has an impor-
tant effect on green purchasing behavior, particularly
with respect to products that receive more attention,
such as recycled products and vehicles [63].

Additionally, Ajzen has applied the TPB to offer
a clearly determined structure that allows research
about the factors that affect consumers’ intentions
to purchase environmental friendly products [49].
The customer is aware that he or she always avoids
purchasing products that are potentially harmful to
the environment. For instance, if they have to choose
between two similar products, they will choose the
one that is friendlier to the environment. Moreover,
customers make a special effort to purchase paper
and plastic products made from recycled materials.
Conversely, some customers do not pay attention to
or consider environmental issues when they make
a purchase. Thus, the measures of PI included five
criteria.

Actual purchases relate to the customer’s inten-
tion in green purchasing. Jang et al. (2008) have
explained that customers present their feelings when
using green products, that green products play a large
role in helping the environment and that green prod-
ucts feel more comfortable than non-green products
[64]. Moreover, after the first time using environ-
mental product, a customer has intention for repeat
purchases and would like to recommend the product
to friends and family [39]. This shows that if quality
of a green product is good enough, the customer is
willing to accept and purchase it. Otherwise, some
customers indicate that they do not consider the
environment and that their experience with green
products does not change their beliefs.

Technological perspective has been mentioned as
a capability that allows organizations to encourage
closer relationships with customers, to analyze cus-
tomer information and to provide a consistent view
of the customer [33]. Sin et al. stated that CRM
software and hardware systems allow firms to offer
customer service of higher quality but lower cost
[25]. Consequently, to optimize the business pro-
cesses involved in customer relationships, the firm
must apply the proper technology [26]. Moreover,
with CRM technology, individualized information
about each customer is available at all points of
contact and the firm has the ability to consolidate
all of the customer information that it acquires in a
comprehensive, centralized, updated database.

Customer orientation was measured using seven
criteria from Narver and Slater’s study [65]. Cus-
tomer orientation implies unequivocally placing the
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customer at the center of all of an organization’s
activities to steadily build long-term relationships
[66]. The business’s objectives are oriented towards
customer satisfaction so that understanding and ful-
filling customer needs are considered as the firm’s
competitive advantage. Furthermore, the firm must
offer personalized products and services to help
the key customer obtain greater satisfaction and
thus become more loyal. Therefore, Bentum and
Stone stated that customer orientation is the most
important, indispensable element for the successful
implementation of CRM [66].

CRM performance related to CRM objectives has
been adopted by Srivastava et al. [67]. A firm’s
CRM performance is presented in terms of behavior
such as repeat purchases and cross selling [68].
Relationship quality based on CRM performance
is explained through customer satisfaction and cus-
tomer loyalty [69]. Moreover, some criteria, such as
sales distribution, low-cost customer services, and
promotional programs, are mentioned in terms of
the efficiency basis of CRM performance. In value
terms, Hirschowitz has stated that higher shares of
profitable customers are a factor in CRM perfor-
mance [70].

Value drivers are mentioned in relation to seven
criteria. Stevens and Chonko stated that improving
sales force efficiency and effectiveness has long
been the goal of selling organizations [71]. The
sales force benefits from CRM through improved
value and brand equity in the initiation stage and
improved value, brand, and relationship equity in
the maintenance stage. In addition, CRM supports
better pricing decisions by increasing a firm’s ability
to understand customers’ requirements and to adjust
prices accordingly. In addition, customer service
is the most important function in an organization,
providing an important source of contact with cus-
tomers. Therefore, CRM designed to provide support
for customer service personnel should be improved
to upgrade customer services [72].

Hirschowitz has highlighted the marketing metrics
that survey the effectiveness of CRM activities by
collecting data on marketing campaigns, channels,
treatments, and customer responses [70]. In terms
of consumer behavior responses, ordering higher-
value categories, ordering different product lines, and
increasing order sizes are measured. Ratings of the

firm as a reliable partner and opinions of the firm
as a long-term partner are criteria for the consumer
intermediate responses term. With respect to the term
of direct customer responses, the criteria include
frequent communication and improved relationship
quality, which are mentioned as factors that affect
the marketing metric for CRM. With respect to the
term of innovativeness responses, involvement in
new product development is measured.

III. METHOD

This section presents the method applied in this
study. The proposed methods are FDM, fuzzy set
theory, and IPA. These methods have different char-
acteristics for the specific purpose of evaluating
solutions.

A. Fuzzy Delphi Method

This study used FDM to screen alternate factors
at the first stage. The fuzziness of experts’ common
understanding could be solved by using the fuzzy
theory and evaluated on a more flexible scale. The
efficiency and quality of questionnaires could be
improved [77].

A fuzzy set Ã in a universe of discourse X is
characterized by the membership function µÃ(x)
which assigns each element x in X a real number in
the interval [0,1]. The numerical value µÃ(x) stands
for the grade of membership of x in Ã [78]. Table
1 presents the corresponding interval-valued TFNs
with linguistic preferences.

Definition 1: A TFN ã is defined by a triangular
ã = (a1, a2, a3) with membership function

µÃ(x) =


0 if x < a1
x−a1

a2−a1
if a2 ≥ x ≥ a1

a3−x
a3−a2

if a2 ≥ x ≥ a3
0 otherwise

(1)

Definition 2: Let ã = (a1, a2, a3) and b̃ =
(b1, b2, b3) be two TFNs, where a1 ≤ a2 ≤ a3 and
b1 ≤ b2 ≤ b3 the distance between ã and b̃ can be
calculated as:

δ(ã, b̃) =√
1

3

[
(a1 − b1) + (a2 − b2) + (a3 − b3)2

] (2)
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TABLE I
THE INITIAL SET OF CRM ASPECTS AND CRITERIA

Aspects Criteria

Effects

C1 Environmentally disruptive products
C2 Becoming angry and frustrated about environmental destruction
C3 Abusing the environment
C4 Disrupting the balance of nature
C5 Responsibility for environmental issues

Knowledge

C6 Ecological perspective
C7 Atmosphere pollution factors
C8 Primary cause of ocean creatures’ disappearance
C9 Safe time for returning to an irradiated area
C10 Soil pollution factors

Intention

C11 Avoid purchasing potentially environmentally harmful products
C12 Changing principal products to environmentally friendly versions
C13 Choosing products that are less harmful to the environment
C14 Making a special effort to purchase recycled paper and plastic products
C15 Making purchases without considering environmental issues

Actual Purchase

C16 Feeling great when using green products
C17 Feeling more comfortable when using green products instead of normal ones
C18 No contribution to environment, despite experience of green products purchase.
C19 Green product repurchase
C20 Green product recommendation

CRM Technology

C21 Technical staff
C22 Appropriate hardware
C23 Appropriate software
C24 Multi-functional information systems
C25 Individualized information
C26 Consolidated information
C27 “Real time” customer-related information management
C28 Non-fulfillment of management needs

Customer Orientation

C29 Increasing customer satisfaction
C30 Understanding and serving customer needs
C31 Increasing value for customers
C32 Paying attention to after-sales service
C33 Personalized products and services for key customers

Performance of CRM

C34 Attracting new customers
C35 Retaining old customers
C36 Increasing repeat purchases
C37 Cross-selling to existing customers
C38 Increasing customer loyalty
C39 More efficient promotion
C40 More efficient sales distribution
C41 Low-cost customer services
C42 Higher share of profitable customers

CRM Value Drivers

C43 Targeting profitable customers
C44 Integrating offerings across channels
C45 Improving sales force efficiency and effectiveness
C46 Improving pricing
C47 Customizing products and services
C48 Improving customer service efficiency and effectiveness
C49 Individualizing marketing messages

Marketing Metrics

C50 Direct acceptance
C51 Selecting different lines
C52 Improved relationship quality
C53 Involvement in new product development
C54 Communication frequency
C55 Product/service improvement
C56 Increased order size
C57 Higher-value order

Sources: [73], [44], [74], [46], [75], [64], [76], [39], [25], [67], [72], [70]
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TABLE II
LINGUISTIC SCALES

Linguistic Terms
(Performance/Importance) Linguistic Values

Extreme (0.75, 1.00, 1.00)
Demonstrated (0.50, 0.75, 1.00)
Strong (0.25, 0.50, 0.75)
Moderate (0.00, 0.25, 0.50)
Equal (0.00, 0.00, 0.25)

Triangular fuzzy membership
functions

for Performance/Importance

The TFN is based on a three-value judgement: the
minimum possible value a1, the mean possible value
a2, and the maximum possible value a3. The criteria
values depend on linguistic preferences.

Assuming the value of the significance of num-
ber j element given by number i experts is ã =
(aij , bij , cij), i = 1, 2, 3, ..., n; j = 1, 2, 3, ...,m.
The weighting of ãj of no. j element is ãj =
(aj , bj , cj), which aj = min {aij}, bj = 1

n

∑n
1 bij ,

and cj = max {cij}. Then, using the simple center
of gravity method to Delphi the fuzzy weight ãj , the
definite value of R̃j is obtained. The proper criteria
can be taken from numerous criteria by setting the
threshold α. The α is calculated by the average of
all criteria S

(
Sj =

1
3 (aj , bj , cj)

)
. The principle of

showing is as follows:

if R̃j ≥ α, the no. b criteria is accepted for
evaluation

if R̃j ≤ α, the no. b criteria is unaccepted

B. Fuzzy Set Theory

Let Mij be the importance-weighted value of per-
spective i and criterion j. The membership function
of TFN is Mij ∈ S. Let Pij be the performance value
of perspective i and criterion j. The membership
function of TFN is Pij ∈ T . Table 2 displays the
linguistic scales and TFNs for intangible linguistic
scales in which the terms are defined [79].

TABLE III
EXPERT WEIGHTS (We)

Experts (n) 1 2 3 4 5 6 7
Weights 0.11 0.17 0.13 0.14 0.10 0.16 0.19

Mn
ij =(wlnij , wm

n
ij , wu

n
ij),Mij ∈ S

where 0 ≤ wlij ≤ wmij ≤ wuij ≤ 1
(3)

Pn
ij =(plnij , pm

n
ij , pu

n
ij),Mij ∈ T

where 0 ≤ plij ≤ pmij ≤ puij ≤ 1
(4)

Table 2 presents the weights of each expert’s mul-
tiplier. Equations (5) and (6) are used to aggregate
the expert opinions on performance and importance
values as

Mn
ij =M

1
ijWe1 +M2

ijWe2+

M3
ijWe3 + · · ·+Mn

ijWen

(5)

Pn
ij = P 1

ijWe1+P
2
ijWe2+P

3
ijWe3+· · ·+Pn

ijWen (6)

where Mij and Wen are the value of respondents for
perspective i and criterion j and the expert weights
and number of experts in the evaluation, respectively.
Because the output of the fuzzy system is a fuzzy set,
the Dephi fuzzification procedure is used to convert
the fuzzy results into crisp numbers. The center of
area yields better results than the mean of maximum.
The center of area is a simple and practical method
for calculating non-fuzzy performance (BNP) values
[80], [79]. Equations (7) and (8) determine the BNP
values of the fuzzy weights.

BNPw
i =

1

3

[
(wunij − wlnij) + (wmn

ij + wlnij)
]

+ wlnij , ∀i
(7)

BNPp
i =

1

3

[
(punij − plnij) + (pmn

ij + plnij)
]

+ plnij ,∀i
(8)



34 JOURNAL OF COMPUTATIONAL INNOVATIONS AND ENGINEERING APPLICATIONS VOLUME 1 (2016)

C. Importance-performance Analysis

Martilla and James originally proposed the IPA
to provide insights to identify a firm’s strengths
and weaknesses [60]. IPA is typically viewed as
a type of marketing study technique that involves
analyzing customer attitudes toward salient product
or service attributes and helps practitioners prioritize
the improvement opportunities of product or service
attributes and direct quality-based marketing strate-
gies [81].

Quadrant (I) represents major strengths and po-
tential competitive advantages that should be main-
tained or exploited. It is assumed that scarce re-
sources are effectively allocated where they are
needed most and that current action strategies should
be kept in place or enhanced (i.e., keep up the good
work). Quadrant (II) captures attributes that are sug-
gestive of over performance. Marginal resources are
directed at attributes that represent minor strengths
with minimum impact on the firm’s or a destination’s
relative competitiveness (i.e., possible overkill).

In addition, Quadrant (III) is likely to be a low pri-
ority when decision makers ration scarce resources,
and they are potential candidates for completely
losing out on resources and effort. If no gains
can be achieved from improved performance, extra
effort in this area is unnecessary (i.e., it is a low
priority). Quadrant (IV) is underperformance: these
attributes require immediate attention and the highest
prioritization in terms of resources and effort. The
criteria identified in this quadrant represent major
weaknesses and threats to competitiveness. Policy
changes and strategies should focus on directing
marginal resources and extra effort to these attributes
(i.e., concentrate here) [60].

D. Proposed Approach

To achieve the objectives of this study, the CRM
perspectives and green purchasing are measured in a
four-step procedure:

1) Identifying the CRM model and green pur-
chasing: this initial set of aspect and criteria
is identified from the literature and expert
perceptions.

2) Twenty industrial experts and academics that
understand and are experienced in Taiwan’s
food industry responded to the study. This

study collects the experts’ judgments and ap-
plies FDM to eliminate those aspects and cri-
teria that are less important in three rounds
of perception judgment. Finally, seven aspects
and 27 criteria are taken for further analysis.

3) This study uses expert preferences for impor-
tance and performance levels. Thus, the fuzzy
set theory is used to synthesize expert opinions
on performance and the importance of crisp
values.

4) Ultimately, IPA is utilized to analyze the as-
pects and criteria for evaluating the proposed
CRM model. Thus, to determine the attributes,
one might contribute to the industrial practi-
tioners and examine the CRM model.

IV. RESULTS

This section discusses the industrial background
of Taiwan’s food industry and presents the analytical
results of the CRM model.

A. Industrial Background

In recent years, Taiwan’s food industry has expe-
rienced a strong increase thanks to relevant improve-
ment and investment. The green food market has
been mentioned as one of the most rapidly grow-
ing sectors primarily because customers purchase
and consume green foods for their perceived health
benefits, food safety, quality, and taste. However, PI
of customer toward green purchasing in general and
green food in particular is not very high. Although
the benefits that green products bring to consumers is
very important when they are using the products, the
lack of access to knowledge results in the customer’s
PI towards these products failing to improve. There-
fore, the firm must implement CRM and creates
knowledge for customers so that those customers can
recognize the essential role of green products.

Through CRM, it is necessary for organizations
to understand customer requirements. In the field
of green foods, customer demand is especially di-
verse because tastes change continuously. Therefore,
understanding and anticipating customer needs are
priority tasks for a firm to be able to carry out
CRM correctly. Taking this approach, the firm can
enhance attention and IP from its customers. In
this study, the important evaluation of aspects and



HYBRID FUZZY MULTI-CRITERIA DECISION MAKING SU ET AL. 35

criteria is conducted by the experts. The potential
advantages for firm competitiveness are analyzed to
provide recommendations and solutions for the firm
to improve its performance. The results of this study
are shown in Section 4.2 (Results).

The FDM is used to eliminate part of the criteria
based on expert opinions. The FDM judgment is
presented in Table 4 for the initial 57 criteria. The
threshold value (0.2476) is computed. Finally, the
27 criteria (NC1-NC27) are presented with expert
validity.

Table 5 presents the importance and the perfor-
mance applying equations (7)-(8) to compute the
BNPp

i performance and BNPw
i importance weighting

scores.
The result of the IPA model shows that there are

10 criteria in the “Keep up the good work” quadrant.
This quadrant illustrates the major strengths and
potential competitive advantages for the firm to run
its business. At present, protecting the environment
is considered a special concern for many countries;
thus, customers pay an increasing amount of atten-
tion to green products. Customers present their feel-
ings when using products that disrupt the environ-
ment (NC1): they become angry and frustrated about
how humans are destroying the environment (NC2).
With this mindset, customers have realized the im-
portant role of green products that can protect their
health. Therefore, avoiding the purchase of prod-
ucts that are potentially harmful to the environment
(NC7) and making a special effort to purchase paper
and plastic products made from recycled materials
(NC9) are essential customer intentions to reduce
environmental issues. Moreover, the modification of
customer behavior by changing from the original
products to ecological versions with the same utility
(NC10) is appreciated as a positive alteration that
the firm should develop to obtain maximum value.
In the CRM technology aspect, using the appropriate
software (NC17) and consolidating customer infor-
mation (NC20) are crucial elements that help the firm
build CRM successfully. Therefore, these criteria
create a variety of opportunities to improve customer
relationships based on understanding customer needs
and intentions. Overall, criteria that belong to this
quadrant should be maintained and exploited to
“keep up the good work.”

Meanwhile, the “Potential overkill” quadrant

presents a clear vision about over-performance ca-
pabilities based on the research results. There are
five criteria in this quadrant. In the CRM technology
aspect, technology staff performance (NC16) is very
high but importance is low. The reason is that by
using the right software and right hardware, the
firm can built a multi-functional information system
that collects and consolidates customer information.
This information is necessary for a firm to approach
and contact their customers to maintain long-term
relationships. Therefore, the firm’s staff may not be
very important due to technology development. Ad-
ditionally, more-efficient sales distribution (NC26)
and low-cost customer services (NC27) are two
criteria that result in high performance for the firm.
However, the result shows that these criteria seem not
to affect customer purchasing very much, although
the firm effectively carries them out. Therefore, with
the criteria that bring high performance but do not
have much importance for firm development, the firm
should implement cost-cutting strategies and invest
in important and necessary policies.

Four criteria fall into the “Low priority” quadrant.
These criteria are not very important and pose no
threat to firms; their resources are relatively unno-
ticed and should remained unaffected. The actual
purchase aspect shows that customers cannot do
very much about the environment and that their
experience of green products does not change that
belief (NC12). Moreover, the real time that relates
to customer information management (NC21) is also
mentioned in this quadrant. This study’s results show
that these criteria do little to affect either the firm’s
performance or its importance. The reason is that
with the development of CRM technology, the firm
also has an information system to manage customer
information effectively; therefore, the firm can save
its time and invest in higher-priority missions. Over-
all, most of the criteria in the third quadrant do not
affect the firm’s CRM perspectives. These criteria
are resources that the firms do not implement well;
thus, they do not focus very much on criteria with
low importance and instead should concentrate on
highly important resources.

There are eight criteria belonging to the “Con-
centrate here” quadrant, which can imply that the
firm should concentrate more on making firm perfor-
mance effective. Criteria that fall into this quadrant
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TABLE IV
THE RESULTS OF FUZZY DELPHI METHOD

AS C NC l m u l u Rj Judgment

Person’s
E

ffects

C1 NC1 0.5 0.9605 1 0.2697 0.9803 0.2956 Acceptable
C2 NC2 0.5 0.9605 1 0.2697 0.9803 0.2956 Acceptable
C3 NC3 0.5 0.8862 1 0.3069 0.9431 0.2933 Acceptable
C4 0.25 0.8042 1 -0.0271 0.9021 0.2204 Unacceptable
C5 0.25 0.8042 1 -0.0271 0.9021 0.2204 Unacceptable

K
now

ledge

C6 0.25 0.8717 1 -0.0608 0.9358 0.2226 Unacceptable
C7 NC4 0.5 0.8512 1 0.3244 0.9256 0.2922 Acceptable
C8 0 0.7179 1 -0.359 0.859 0.1474 Unacceptable
C9 NC5 0.5 0.8176 1 0.3412 0.9088 0.2912 Acceptable
C10 NC6 0.75 1 1 0.625 1 0.3672 Acceptable

Intention

C11 NC7 0.5 0.9605 1 0.2697 0.9803 0.2956 Acceptable
C12 0 0.6258 1 -0.3129 0.8129 0.1446 Unacceptable
C13 NC8 0.5 0.8512 1 0.3244 0.9256 0.2922 Acceptable
C14 NC9 0.5 0.9605 1 0.2697 0.9803 0.2956 Acceptable
C15 NC10 0.5 0.9605 1 0.2697 0.9803 0.2956 Acceptable

A
ctual

Purchase

C16 NC11 0.5 0.8512 1 0.3244 0.9256 0.2922 Acceptable
C17 NC12 0.5 0.8176 1 0.3412 0.9088 0.2912 Acceptable
C18 NC13 0.5 0.9605 1 0.2697 0.9803 0.2956 Acceptable
C19 NC14 0.75 1 1 0.625 1 0.3672 Acceptable
C20 NC15 0.5 0.8176 1 0.3412 0.9088 0.2912 Acceptable

Technology

C21 NC16 0.5 0.9226 1 0.2887 0.9613 0.2945 Acceptable
C22 0.25 0.7725 1 -0.0112 0.8862 0.2195 Unacceptable
C23 NC17 0.75 1 1 0.625 1 0.3672 Acceptable
C24 NC18 0.5 0.9226 1 0.2887 0.9613 0.2945 Acceptable
C25 NC19 0.5 0.9605 1 0.2697 0.9803 0.2956 Acceptable
C26 NC20 0.5 0.9605 1 0.2697 0.9803 0.2956 Acceptable
C27 NC21 0.5 0.8862 1 0.3069 0.9431 0.2933 Acceptable
C28 0.25 0.8236 1 -0.0368 0.9118 0.221 Unacceptable

C
ustom

er
O

rientation

C29 NC22 0.5 0.8176 1 0.3412 0.9088 0.2912 Acceptable
C30 NC23 0.5 0.9226 1 0.2887 0.9613 0.2945 Acceptable
C31 0.25 0.8373 1 -0.0436 0.9186 0.2215 Unacceptable
C32 0.25 0.9075 1 -0.0788 0.9538 0.2237 Unacceptable
C33 NC24 0.5 0.8176 1 0.3412 0.9088 0.2912 Acceptable

Perform
ance

C34 0.25 0.8717 1 -0.0608 0.9358 0.2226 Unacceptable
C35 0.25 0.7725 1 -0.0112 0.8862 0.2195 Unacceptable
C36 0.25 0.7911 1 -0.0205 0.8955 0.22 Unacceptable
C37 NC25 0.5 0.8862 1 0.3069 0.9431 0.2933 Acceptable
C38 0.25 0.7179 1 0.016 0.859 0.2177 Unacceptable
C39 0 0.6896 1 -0.3448 0.8448 0.1465 Unacceptable
C40 NC26 0.5 0.9605 1 0.2697 0.9803 0.2956 Acceptable
C41 NC27 0.5 0.9605 1 0.2697 0.9803 0.2956 Acceptable
C42 0.25 0.7725 1 -0.0112 0.8862 0.2195 Unacceptable

V
alue

D
rivers

C43 0.25 0.6896 1 0.0302 0.8448 0.2169 Unacceptable
C44 0 0.7911 1 -0.3955 0.8955 0.1497 Unacceptable
C45 0 0.7911 1 -0.3955 0.8955 0.1497 Unacceptable
C46 0.25 0.8717 1 -0.0608 0.9358 0.2226 Unacceptable
C47 0.25 0.6896 1 0.0302 0.8448 0.2169 Unacceptable
C48 0.25 0.8717 1 -0.0608 0.9358 0.2226 Unacceptable
C49 0.25 0.6896 1 0.0302 0.8448 0.2169 Unacceptable

M
arketing

M
etrics

C50 0.25 0.8717 1 -0.0608 0.9358 0.2226 Unacceptable
C51 0 0.7911 1 -0.3955 0.8955 0.1497 Unacceptable
C52 0.25 0.8717 1 -0.0608 0.9358 0.2226 Unacceptable
C53 0.25 0.6896 1 0.0302 0.8448 0.2169 Unacceptable
C54 0 0.7911 1 -0.3955 0.8955 0.1497 Unacceptable
C55 0 0.701 1 -0.3505 0.8505 0.1469 Unacceptable
C56 0.25 0.6896 1 0.0302 0.8448 0.2169 Unacceptable
C57 0 0.7911 1 -0.3955 0.8955 0.1497 Unacceptable
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TABLE V
IMPORTANCE (BNPw

i ), PERFORMANCE (BNPp
i )

Aspects
Importance Performance

BNPw
i BNPp

il m u l m u
As1 0.673 0.923 0.975 0.668 0.918 0.975 0.857 0.853
As2 0.64 0.89 1 0.535 0.785 1 0.843 0.773
As3 0.655 0.905 0.965 0.58 0.83 1 0.842 0.803
As4 0.535 0.785 0.948 0.548 0.798 0.753 0.756 0.699
As6 0.623 0.873 0.96 0.643 0.893 1 0.818 0.845
As6 0.62 0.87 0.973 0.51 0.76 0.923 0.821 0.731
As7 0.488 0.738 0.953 0.698 0.948 1 0.726 0.882

represent key areas, the improvement of which is
a top priority. Because green purchasing is a new
concept in the customer’s mind, creating customer
knowledge about green products is a very important
firm mission. The customer must know about the
ecological perspective (NC5) and the factors that
cause atmospheric pollution (NC4) to understand
the role of using green products, which can protect
their health. Thus, the firm must focus on pro-
viding the customer with environmental knowledge
that can enhance their intentions to purchase green
products. In addition, key customers are regarded
as a competitive advantage for any firm and thus,
it very essential to make personalized products and
services for them (NC24). In addition, maintaining
the relationship between the firm and its customers
through promotion policies and service quality that
increase customer satisfaction (NC22) is the best
way to retain a firm’s customers. With respect to the
actual purchase aspect, green product recommenda-
tion (NC15) is the criterion that needs more attention
from the firm because when a customer recommends
green products to friends and family, those products
receive increased attention. In this fashion, the firm
can obtain a great deal of PI, along with increased
profits. In summary, the factors defined in this quad-
rant represent the major weaknesses and threats to
competitiveness. Thus, those issues must focus on
immediate solutions to ameliorate firm performance.

The aspects result presents three aspects belong
to Quadrant (I) with person’s effect (AS1), intention
(AS3), and technology (AS5). These aspects are
regarded as a firm’s competitive advantages because
they play the key role in customer purchases. Mean-
while, Quadrant (II) mentions that performance of
CRM (AS7) results in a high level of performance

but is not very important for firm development,
which requires the firm to implement cost-cutting
strategies and to invest in important and necessary
policies. In Quadrant (III), the result shows that ac-
tual purchases (AS4) is identified as low priority be-
cause they are not very important and pose no threat.
Knowledge (AS2) and customer orientation (AS6)
are aspects shown in Quadrant (IV). Two aspects
are mentioned as priority areas for improvement.
The reason is that in the customer’s mind, green
purchasing is a new concept; therefore, orienting
customers and creating customer knowledge about
green products are very important tasks.

V. IMPLICATIONS

This section discusses the implications not only
for theory but also for management. First, this study
expands the existing competitive advantages research
on the CRM model and PI towards green products.
In addition, customer awareness about environmental
issues has been updated recently. The more con-
cerned customers are about the environment, the
more intention they have towards green products.
The implications are discussed.

A person’s effect automatically integrates the TPB
through customer attitudes. Specifically, an under-
ground collaboration among customers has an impact
on their behavior. CRM for the food industry is an
important tool to create strong relationships with
customers. The most effective path to success is to
improve knowledge and person’s effects related to
environmental issues [46]. With more knowledge,
consumers can understand what is happening to the
environment in the area of industrialization, and
they can have a positive impact in protecting the
environment.
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Fig. 1. The result of criteria.

The technology considered is a critical aspect that
allows collection and analysis of customer informa-
tion to foster closer relationships with customers.
It provides numerous benefits that enable firms to
improve the effectiveness of the processes involved
in customer relationships and to respond quickly
to changes in the environment and customer needs.
Therefore, it is essential for firms to require an
integrated information system that provides accurate,
real-time, and relevant customer information to all
employees. Moreover, the firm must apply the proper
technology to optimize the business processes in-
volved in customer relationships.

Customer intention is an important aspect. Cus-
tomer purchasing power increases when customer
intention is high. TPB states that PI determines a cus-
tomer’s actual buying behavior. The results provided
strong support for integrating the CRM model and
PI arguments. This might link consumers’ PIs and
the criteria involved in determining how to construct

the CRM model. In addition, this analysis noted that
the analysis establishes traditional CRM differences
between actual purchasing, which depends on their
personal effects related to the TPB model. There-
fore, the firm enhances customer strategies through
the proposed CRM model. Thus, green purchasing
contributes to influence customer intentions.

The results of this study in the “keep up the
good work” quadrant showed that the three aspects
of person effect, intention, and CRM technology
should be maintained and improved regularly be-
cause the person effect has the greatest impact on the
process. More specifically, person effect stimulates
customer intention, which combines PI with the
customer intention collected by CRM technology.
CRM technology increases customer information to
help the firm connect to its targets. On the other
hand, the “low priority” quadrant, which is opposite
the “keep up the good work” quadrant, revealed the
low priority of the actual purchase because the three
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Fig. 2. IPA result of Aspect.

first aspects have been achieved.
The theoretical implication of these results is that

CRM is the missing puzzle to connect the TPB
with green purchasing and intentions. Through the
information provided by CRM, firms can collect data
and analysis to increase customer GP and PI. This
study identifies CRM as a key factor that directly
influences green purchasing activities and the firm’s
understanding of customer behaviors. Furthermore,
PI is a crucial element that can determine customers’
green buying behavior because customer behavior
in TPB depends on determining actual behaviors
and green purchasing actions. This means that PI
is created by the CRM through the process of a
customer’s decision-making.

The study provides some insight for managers in
the food industry. Like previous research, this study
underlines the importance of management support
for quality to proving quality practices. With respect
to CRM, it would be beneficial to managers in food

firms to engage in practices—such as the reduction
of soil pollution, materials, and staff—that could
have a direct impact on their external and internal
quality practices. Moreover, managers should take
positive action to improve the environment and to
upgrade customer information and facilities. Firms
are interested in improving the image of their prod-
ucts by enhancing quality with reasonable prices and
environmental friendliness. In the future, businesses
should improve packaging for easy waste recycling.

In addition to focusing on green products, man-
agers must constantly train company staff. Employ-
ees are the face of a business. Employees must
be cheerful and polite to customers to obtain their
trust. Moreover, employees should purchase environ-
mentally friendly products and encourage people to
avoid buying products that are potentially harmful to
the environment. In particular, staff that work with
clients should always respect the confidentiality of
customers’ individualized information. This is a way
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to help businesses to have good relationships with
their customers.

The result provides a new horizon for the
green food industry to continue innovating for its
customers—growing, learning, and identifying areas
for improvement in specific aspects of CRM. The
key role of PI in CRM has increased dramatically,
leveraged by green effectiveness and its relationship
to the green food industry. Consequently, this study
has led to tremendously increased awareness of the
industry’s sustainable business process.

VI. CONCLUSION

Firms intent on increasing profits must focus on
how much customers care about them. Thus, man-
aging a set of objective performance criteria and
understanding the focus of customer attention are
priority tasks. There has been a significant increase
in customer awareness about environmental issues
in the competitive market, and many studies have
discovered customer willingness to pay more for
environmentally friendly products [82], [83], [84].
Moreover, CRM is a key factor that directly influ-
ences green purchasing activities and the understand-
ing of customers’ PI towards the firm [15]. However,
little research has investigated CRM impact on green
purchasing, particularly that associated with green
food choice. Therefore, this study applied FDM to
construct performance aspects and criteria for the
food industry to understand how these aspects and
criteria could be effective in affecting consumers
and PI about green products regarding green food.
The results show findings that predict Taiwanese
customers’ intentions to purchase green food.

The finding shows customers’ green purchasing
and PI towards impacts that harm the environment
are potential competitive advantages. The change
from original products to recycled and ecological
products have received considerable customer accep-
tance, thanks to their ability to comprehend environ-
mental issues. Within the study, both the importance
and performance scores for criteria about customers’
actual purchases of green products are high, which
may relate to the fact that customers pay a great
deal of attention to green products that can protect
their health and their surroundings. Firms should
maintain the current situation, to earn more customer

reliability. In addition, the customers should be pro-
vided with more information about the ecological
perspective and about the causes of environmen-
tal pollution. The existing intentions and consumer
knowledge play important roles in influencing PI.

This study also has some limitations. First, even
though the study examines the PI of customers
towards green products, it has not focused on oc-
casional and regular consumers of green food. Fur-
ther research, therefore, might put more effort in
distinguishing the differences between them because
regular consumers are generally assumed to pay
more attention to green food than do occasional
consumers [85]. Second, this study’s findings are
applicable only to Taiwan’s food industry and may
not fit other countries. In addition, because this
study suffers from a relatively small sample size and
depends on the opinions of a group of experts, which
limits the findings from deeper and wider results,
it is hoped that further studies can advance CRM
and green purchasing issues for other industries. This
creates opportunity for further, more comprehensive
research on green purchasing and CRM.
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A Novel Consensus-seeking Approach in a
Group Decision Making Environment

Michael Angelo B. Promentilla

Abstract—This paper proposes group consensus in-
dex (GCI) as a new consensus measure to assess
the level of consensus in AHP-group decision mak-
ing. GCI is a weighted consensus that incorporates
the individual’s influence on group decision while
evaluating the compatibility or closeness of ratio-
scale vectors between the individual and the group-
aggregated priorities. In such a way, the quality of
group decision that reflects the consensus situation
can be examined in a more realistic way. The GCI is
then used to guide the consensus-seeking process until
the final consensus decision is achieved whether the
situation necessitates the participants to compromise
and modify their judgment or not. The provided
numerical examples illustrate the feasibility of the
proposed approach in which the results demonstrate
its capability and flexibility to support consensus.

Index Terms—consensus measure, AHP, group de-
cision making, group consensus index (GCI).

I. INTRODUCTION

THE importance of multiple criteria decision
analysis (MCDA) in group decision making is

increasingly being emphasized by many researchers.
MCDA methods are currently being used as invalu-
able tools in handling interpersonal conflicts where
the aim is to achieve consensus between the group
members or at least reduce the amount of conflict
among participating individuals [1]. For instance, the
Analytic Hierarchy Process (AHP), one of the most
widely used MCDA methods, has proven its viability
to support group decisions in real-world problems
(e.g., see Refs. [2], [3], [4]).

By using AHP, decision makers are able to struc-
ture the complex decision problem, develop mea-
sures of the utility or preference value from a ratio

M. A. B. Promentilla is with the Chemical Engineering
Department, De La Salle University, Manila, Philippines.

scale, and synthesize both measures of tangible and
intangible with respect to numerous conflicting ob-
jectives inherent in almost any decision [5]. In [6],
the suitability of AHP for group decision making
in different contexts was discussed including the
different ways to reach the group decisions. Two
of the popular methods of the AHP- group decision
making being used in practice are [7], [8]: (1) the
aggregation of individual judgments (AIJ) and (2)
the aggregation of individual priorities (AIP). The
AIJ combines each individual judgment by means
of a mathematical aggregation operator resulting
in a ‘consensus’ judgment in the pairwise com-
parison matrix. On the other hand, AIP involves
the synthesizing of each individual’s hierarchy and
then aggregating the resulting overall priorities. It is
also worthy to mention that AIJ or AIP should be
used depending on whether the group behaves as a
synergistic unit or as a collection of individuals [7].
Another issue for group aggregation is how to obtain
the individual’s weights if these participants are not
to be equally weighted, as well as, how to use these
weights in aggregation.

As AHP is extended to group decision making,
the problem is no longer confined to the selection
of the most preferred alternative among the set of
nondominated alternatives according to one’s indi-
vidual preference structure. The analysis must be
extended to multiple participants or decision makers
such that the main issue is to find an alternative (or
rank order of alternative) that is most acceptable to
the group. Further, it is argued that it is premature to
apply any mathematical technique that generates the
‘consensus’ preference vectors without knowing the
current level of consensus associated with this group
decision [9]. It is therefore imperative to develop
similarity measures and consensus indicators that can
be used to evaluate the consensus situation associated

Copyright c© 2016 by De La Salle University
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with the mathematically group-aggregated priorities.
In this paper, we propose a new consensus mea-

sure as an alternative approach to measure the level
of consensus associated with the group-aggregated
priorities in the AHP framework. The ‘consensus
measure’ here refers to the degree of group consen-
sus as a function of individual’s influence weights
and the compatibility of ratio-scale vectors between
the individual preferences and group decision. Us-
ing this consensus measure, we also introduce a
consensus-seeking process that can be used to guide
the group decision making until a final decision
with an acceptable level of consensus is reached.
The rest of this paper has been structured as fol-
lows: Section 2 includes the background of the
method, particularly the definition of compatibility
quotient and group consensus index, followed by
the description of the procedure for a consensus-
seeking group decision making. Section 3 presents
illustrative examples to demonstrate and explore the
potential benefits of applying the method in AHP-
group decision making. Finally, Section 4 highlights
the conclusions of this paper.

II. BACKGROUND OF METHODOLOGY

A. Definition of Compatibility Quotient and Group
Consensus Index

Consider the degree of compatibility or closeness
between two ratio-scale vectors can be measured by
a positive compatibility quotient (CQ) defined by the
following equation:

CQ(w, u) =
n2

c(w, u)
(1)

where n is the number of the elements (e.g., alterna-
tives) in the vector and c(w, u) is the compatibility
between two ratio scales w and u defined by the
following equation:

c(w, u) =

n∑
i,j=1

(
wi

wj

)(
uj
ui

)
(2)

The compatibility metric c(w, q) is originally in-
troduced in [10] to measure how close the values
are between two different vectors w = (w1, . . . , wn)
and u = (u1, . . . , un) derived from two pairwise
comparison matrices. The minimum of c(w, u) is n2

and this holds true if and only if w = u. If the two

ratio-scale vectors are incompatible to each other to
some extent, then c(w, u) > n2.

For two-dimensional vectors (i.e., n = 2), we
would have CQ values that range between 0.0 and
1.0 such that

CQ(w, v) =
22

w1v1

w1v1
+ w2v1

w1v2
+ w1v2

w2v1
+ w2v2

w2v2

(3)

For example, suppose we have extreme ratio-scale
vectors

w =

[
0.99
0.01

]
and v =

[
0.01
0.99

]
Using equation (3), CQ(w, v) would be equal to

0.0004. Accordingly, if we extend the concept of CQ
as a similarity measure between the priority vectors
(n ≥ 2), the CQ value could be used to indicate how
far or close the vectors are to each other. Thus, a CQ
value of 1.0 indicates the perfect agreement between
two priority vectors while a CQ value of less than
one provides a measure of the extent of agreement
between two priority vectors. The closer the two
ratio-scale vectors are to each other, the closer is
the value of the compatibility quotient (CQ) to one.

Note that the reciprocal of the compatibility quo-
tient is equivalent to compatibility index (SI) in
[10]. An SI value of greater than 1.00 but less than
1.10 is suggested to be the admissible bound for
incompatibility between two ratio-scale vectors. The
compatibility metric can also be used to compare
each individual priority vector with the group com-
posite priority vector derived from the aggregation
of individual priorities [10], [11]. After assessing
the compatibility of each individual with that of the
group, one can suggest which individual is most
incompatible with the group. Through reexamination
and revision of one’s judgment, as well as, the
recalculation of the individual priorities and group
composite priorities, one may be able to obtain a
group decision that is compatible with each member
and reach an acceptable level of consensus. However,
it is not clear yet how to measure such level of group
consensus with the added consideration of the weight
of influence of each participant in seeking consensus.

We can measure a positive CQ between the pri-
orities derived from group aggregation and the indi-
vidual participants. The closer the individual priority
vector is to the group value, the nearer the value of
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CQ to 1.00. We can then compute the group consen-
sus index (GCI) based on the compatibility between
the individual priority vector (uk) of participant k
and the group composite priority vector (vG) such
that

GCI =

K∑
k=1

[
CQ(vG, uk)× wk

]
(4)

where
∑

k wk = 1.
Here, GCI refers to the group consensus index,

n is the number of elements (e.g., the alternatives)
in the vector, K is the total number of participants
in the group, and wk is the influence weight or
degree of contribution of participant k in calculating
the consensus. The GCI in this sense is a weighted
consensus that considers the influence of individuals
to group consensus while evaluating the compati-
bility or closeness between the ratio scale vectors
of individual preferences and the group-aggregated
priorities. If the individual participants are assumed
to have equal influence on the final decision or
recommendation, then GCI is just the average of
CQ between the individual and the group-aggregated
priorities. Otherwise, the degree of influence or con-
tribution of participants as indicated by weight wk

is considered in calculating the consensus level.
This consensus measure can be used to monitor

the degree to which a group is reaching consensus.
As the level of group consensus is improved, the
GCI value becomes nearer to 1.00. Moreover, the
concept of compatibility quotient and GCI can also
be used within the framework [9], [12] that analyzes
the consensus-relevant preference data to support fa-
cilitation of the consensus building process. As group
decision making may entail deliberation and nego-
tiation among participants, one may need to temper
one’s view with those of the other participants in
the group. Accordingly, the revision of judgment
after group discussion may gradually narrow the
differences among the participant’s views or opinions
leading to a satisfactory level of consensus.

On the other hand, there could be situations that
allow participants to maintain their opinion without
compromising, and yet a collective decision with
high degree of ‘consensus’ must be attained. Con-
sensus, in this sense, is a condition where it is
possible for a group to reach a final decision that
all participants can support in spite of their differing

opinions. This assumes that the participants do not
have to agree and converge to a uniform opinion
in order to reach consensus. This assumption is
well grounded in research and real-life situation as
elaborated in [13]. In such case, GCI can be used in
a consensus-seeking process that could lead to the
determination of a stable and reliable group decision.
In this process, we measure the contribution of
the individual members to the group decision by
getting the difference of consensus level when the
participant is included or not in the computation of
the group-aggregated priorities. Weights assigned to
participants are adjusted according to their contri-
bution to the current consensus level. Then, these
contributive weights are used to compute the new
group-aggregated priorities and its corresponding
GCI value. The weights assigned to participants and
the group-aggregated priorities are updated in this
iterative manner until the computed GCI value is
acceptable to the group. In effect, the participants
with more extreme or dissenting opinion will lose
some of their weight (credibility, influence, etc.)
to increase the GCI value. A similar approach is
proposed in [13], where an order-based consensus
measure is used in a group decision making under
linguistic assessments. They argued that this consen-
sus model supports the case in which an autocratic
decision maker reaches a decision based on the
recommendations of a diverse group of experts.

B. Procedure of the Consensus-seeking Group De-
cision Making Process

The consensus model presented in the next section
differs from the one in Refs. [13] and [9], with
the use of GCI as the consensus measure for the
ratio-scale priorities derived from the AHP decision
model. The consensus-seeking process entails that
the group-aggregated priorities derived from AHP
model must reflect the level of consensus as indicated
by the GCI value. This assumes that a group can
reach a final collective decision with a satisfactory
level of consensus whether the situation necessitates
the participants to compromise and modify their
judgment or not. The proposed approach is described
as follows:

Step 1: Using a common AHP model, derive the
overall priorities of alternatives from each participant
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(DM). Each participant provides his value judgment
and the corresponding individual priorities are com-
puted.

Step 2: Assign weights (wk) to the participants.
These weights can also be estimated from a priori
information of participant’s power to influence the
decision and/or participant’s relative importance in
the group (e.g., see Refs. [8], [14], [15]). Otherwise,
equal weighting of participants is initially assumed.

Step 3: Choose an aggregation operator. The most
common aggregation operators found in the litera-
ture are the weighted geometric mean (WGM) and
weighted arithmetic mean (WAM). Forman and Peni-
wati [7] showed that both geometric mean method
(GMM) and weighted arithmetic mean method
(WAMM) are suitable when aggregating individual
priorities (AIP). However, they asserted that the
geometric mean is more consistent with the interpre-
tation of priorities as ratio-scale measures in AHP.
In this study, either WGM or WAM can be used to
aggregate the individual priority vectors (AIP) such
that

WGM-AIP:

pG(Aj) =

K∏
k=1

[pk (Aj)]
wk (5)

Normalized WGM-AIP:

pG(Aj) =

∏K
k=1 [pk (Aj)]

wk∑n
j=1

(∏K
k=1 [pk (Aj)]

wk

)
WAM-AIP:

pG(Aj) =
K∑
k=1

wkpk (Aj) (6)

where pG (Aj) refers to the group priority of al-
ternative j, pk (Aj) to the individual’s priority of
alternative j, and n is the number of alternatives.
Also, wk is the weight of the individual k such that∑

wk = 1 and K is the number of participants.
Step 4: Calculate the consensus level as indicated

by GCI using equation (3). If the computed GCI
value is acceptable for the group, then the desired
consensus level is reached. Otherwise, the group may
improve the GCI value after some analysis, discourse

and negotiation. Go to step 1 if revision of judgments
is possible. Otherwise, go to step 5.

Step 5: Compute the contribution (∆j) of partic-
ipant to the group consensus. The ∆j is calculated
by the following equations:

GCI\{j} =
∑

k∈DM\{j}

[
CQ(vG\j , uk)× w

′

k

]
(7)

where

w
′

k =
wk∑

i∈DM\{j}wi

∆j = GCI− GCI\{j} (8)

The GCI\{j} and vG\j refer to the group consen-
sus level and group-aggregated priorities respectively
without considering the jth participant (DMj). The
∆j is the contribution of the jth participant on the
group priorities, which is the difference between the
computed group consensus index with and without
participant j. The higher the ∆j is, the higher the
contribution of the jth participant makes to the
group.

Step 6: Adjust the weights of the participants
according to their contribution to the group priorities
using the following equations:

ur+1
k = wr

k (1 + ∆r
k)p (9)

wr+1
k =

ur+1
k∑
k u

r+1
k

(10)

where wr
k is the weight of participant k in the

rth iteration. Parameter p is a nonnegative value
set in the calculation to control the influence of
the contribution of the participant on his weight.
A p value of zero indicates that the weights of
the participants are not adjusted according to their
contribution to the group consensus. On the other
hand, the higher the value of this parameter p, the
faster the process approaches to the GCI value of
1.0.

Step 7: After adjusting the weights, we recalculate
the group priorities and consensus level (GCI). The
process of adjusting contributive weights of partici-
pants continues until the desired consensus level is
reached.
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III. APPLICATION OF GCI IN AHP-GROUP

DECISION MAKING

A. An Illustrative Example

Consider the actual preference data obtained from
five independent participants (DMk) as shown in
Table 1 [16]. This is the individual priorities of
alternatives from an AHP model that evaluates the
remedy options for a contaminated site in Japan. The
group preference vector was obtained by aggregating
the individual priorities with the assumption that
each participant has an equal weight or contribution,
i.e., wk = 0.20. In other words, the group aggregation
operator WAM and WGM are equivalent to arith-
metic mean and geometric mean of the individual
priorities, respectively.

From inspection of Table 1, it is logical to assume
that A1 would be the most acceptable to the group
based on a majority or plurality rule. However,
the derived ratio-scale priorities provide not only
the rank order of alternatives but also the cardinal
information of the intensity of preference. Results
indicate how the choice of method of aggregation
for these individual priorities may lead to a different
set of rank order of group priorities. Accordingly,
A1 is ranked first followed by A2 when weighted
arithmetic-mean (WAM-AIP) operator is used. On
the other hand, A2 is ranked first followed by A1
when weighted geometric-mean (WGM-AIP) opera-
tor is used. Note that both types of aggregation are
mathematically sound but it is not clear which one
would provide the acceptable group priorities or rank
order of alternatives.

In this example, the relatively high intensity of
DM3’s preference of A2 over the other alternatives
may have a significant impact on the computed group
priorities. This extreme and dissenting opinion seems
to distort the group-aggregated priorities and can
be interpreted as a group decision derived from a
radical compromise. However, this mathematically-
aggregated group decision may not be supported
by all participants if there is such unwillingness to
compromise. It would be too soon to conclude that
the said group-aggregated priority vector represents
the final consensus decision. Hence, it would be ad-
vantageous to provide a transparent way to evaluate
the quality of the group decision associated with the

DMk DM1 DM2 DM3 DM4 DM5

DM1 1 0.904 0.200 ≈1.000* 0.941

DM2 0.904 1 0.129 0.913 0.917

DM3 0.200 0.129 1 0.194 0.231

DM4 ≈1.000* 0.913 0.194 1 0.942

DM5 0.941 0.917 0.231 0.942 1

Note: *0.9997

Fig. 1. The compatibility matrix for the preference data in Table
1.

group-aggregated priorities by assessing the group
consensus level.

B. Consensus-seeking Phase with the Revision of
Judgments

Let us suppose that the weighted arithmetic mean
is selected as the aggregation operator for the in-
dividual priorities. Table 2 describes the compati-
bility of each participant’s priorities to the group-
aggregated priorities (WAM-AIP) and the group con-
sensus index. As expected, DM3’s priority vector is
the most incompatible with the group priority vector
as indicated by a relatively lower CQ among the
participants.

It would also be interesting to measure the degree
of agreement between these participants as described
in the compatibility matrix (Figure 1). The com-
patibility matrix shows the compatibility quotient
between participants whose preference vectors are
described in Table 1. For example, this confirms
that DM3 had strong disagreement with the other
participants. The CQ between DM3 and DM2 was
the lowest because of their relatively extreme prior-
ities. On the other hand, DM4 had relatively good
agreement with the other participants except DM3.
The CQ between DM1 and DM4 was nearly 1
because of the obvious closeness of their pertinent
priorities. DM4 had also good agreement with DM2
and DM5 in spite of their differences in the rank
order of A2 and A3, as DM4’s relative preference
of A2 over A3 is relatively small.

From the compatibility matrix, we could also
compute for an interpersonal consensus index (ICI)
to indicate the relative agreement of the participant
with the other participants as shown in Figure 2. The
ICI of each participant is obtained by averaging the
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TABLE I
THE INDIVIDUAL PRIORITIES AND THE GROUP-AGGREGATED PRIORITIES OF ALTERNATIVESa

DM1 DM2 DM3 DM4 DM5 WAMb WGMc

A1 0.471 (1) 0.497 (1) 0.044 (3) 0.476 (1) 0.373 (1) 0.372 (1) 0.332 (2)
A2 0.272 (2) 0.166 (3) 0.773 (1) 0.264 (2) 0.258 (3) 0.346 (2) 0.349 (1)
A3 0.257 (3) 0.337 (2) 0.183 (2) 0.260 (3) 0.369 (2) 0.281 (3) 0.319 (3)
athe rank order is enclosed in the parenthesis
baggregation of individual priorities by arithmetic mean
caggregation of individual priorities by (normalized) geometric mean

TABLE II
THE INDIVIDUAL PRIORITIES AND THE GROUP-AGGREGATED PRIORITIES OF ALTERNATIVESa

WAM DM1 DM2 DM3 DM4 DM5 GCI
CQ(G,DMi) 0.961 0.814 0.289 0.956 0.948 0.794

Fig. 2. The interpersonal consensus index of each participant.

interpersonal compatibility quotient with the other
participants such that

ICQk =

{
1

K − 1

K∑
l=1

(
CQ|(k,l) − 1

)}
(11)

Such information could facilitate the group dis-
cussion and identify key participants who have the
potential for furthering the cause of consensus build-
ing. The lower the ICI of a participant (e.g., DM3)
is, the greater the potential for this individual to
reconsider his judgment. On the other hand, those
individuals (e.g., DM4) with higher ICI would have
high potential for consensus building around their
own position.

Let us suppose that after the group engages in
the deliberation, only DM3 reconsiders his value
judgment while the rest maintain their opinion. For
example, DM3 may not have to compromise his
original preference order of the alternatives but he
is willing to temper his extreme views resulting to

Fig. 3. Comparison of consensus measures obtained from the
original and new set of preference vectors.

a more moderate preference value (see Table 3). In
Table 3, the new set of individual preference vectors
and the group-aggregated priorities are shown. In
this new set of preference vectors, both aggregation
operators yield a similar rank order (A1 >A3 >A2)
of group-aggregated priorities. Figure 3 compares
the GCI and ICI of this new set of preference
vectors (Table 3) to the original set of preference
vectors described in Table 1. This figure shows the
improvement of consensus level associated with the
group-aggregated priorities, as well as, the agree-
ment between participants after DM3 reconsidered
his view. If the group decided that such degree of
improvement of the consensus level from 0.794 to
0.957 would be satisfactory, then the group may
recommend the group-aggregated priorities as the fi-
nal consensus decision. Otherwise, another round of
group discussion and evaluation may be considered
until the desired level of group consensus is reached.
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TABLE III
THE NEW SET OF INDIVIDUAL PRIORITIES AND THE GROUP-AGGREGATED PRIORITIES OF ALTERNATIVESa

DM1 DM2 DM3 DM4 DM5 WAMb WGMc

A1 0.471 (1) 0.497 (1) 0.287 (3) 0.476 (1) 0.374 (1) 0.421 (1) 0.421 (1)
A2 0.272 (2) 0.166 (3) 0.387 (1) 0.264 (2) 0.258 (3) 0.269 (2) 0.266 (3)
A3 0.257 (3) 0.336 (2) 0.326 (2) 0.260 (3) 0.369 (2) 0.310 (2) 0.313 (2)
athe rank order is enclosed in the parenthesis
baggregation of individual priorities by arithmetic mean
caggregation of individual priorities by (normalized) geometric mean

C. Consensus-seeking Phase without the Revisions
of Judgments

Although one of objectives of group decision
making is consensus building, the participants may
not be willing to modify their opinion. There are also
some situations where participants would agree to
disagree and express their desire to reach a collective
decision. In this case, the following consensus model
addresses the individual’s influence on the final
consensus decision, which depends on the pattern
of contribution of the individual participants. For
example, let us consider the original preference data
from Table 1. To measure the contributions of the in-
dividual group members, we aggregate the individual
priorities without one participant and use equations
(7) and (8). Table 4 shows the new group-aggregated
priorities and the corresponding group consensus
level without a particular participant. Using these
results, the pattern of contributions of the participants
toward the current consensus level (GCI = 0.794)
is described in Table 5. A negative value of ∆j(-
0.1815) indicates that DM3’s set of priorities is the
contributing factor that lowers the level of consen-
sus associated with the initially computed group-
aggregated priorities.

After calculating the contribution of individual
participant ∆j to consensus level, we apply equa-
tions (9) and (10) to adjust the weights. A negative
contribution would decrease the participant’s weight
from the previously assigned weight while a positive
contribution would do otherwise. Initially (i.e., at
r = 0), the weighting vector of the participants is
assigned to be w = [0.20, 0.20, 0.20, 0.20, 0.20].
Table 6 shows the change of weights of partici-
pants during the first three iterations while Table
7 shows the corresponding change in the computed
group-aggregated priorities. For example, the con-

tributive weight of participant DM3 decreases while
the weights of other participants increase. In effect,
the priority weight of A2 decreases while that of
A1 and A3 increases. This is the result of DM3
contributing less to the group-aggregated priorities.
With these changes of the contributive weights of
participants, the measured group consensus level
associated with the group decision also increases.
This iterative process continues until a satisfactory
value of GCI is reached.

Figure 4 shows how GCI improves from the
initial value of 0.794 after 50 iterations while the
contributive weights of the five participants are ad-
justed accordingly. This figure also describes the
corresponding group-aggregated priorities using the
weighted arithmetic mean (WAM-AIP) operator. To
increase the level of consensus, the weight of par-
ticipant DM3 whose set of priorities is the most
incompatible with the group is reduced instantly.
To increase further the GCI value, the next most
incompatible participant to the group is also reduced
as the iteration continues. In this case, contributive
weight of DM3 and DM5 were observed to drop after
the 4th and 18th iterations, respectively. Moreover,
this may imply that as the process approach a certain
degree of consensus, those participants who tend
to be in the majority subgroup (e.g., DM4 and
DM1) sharing similar preferences would be assigned
relatively higher contributive weights while those
with the minorities having peculiarly different prefer-
ences would be assigned relatively lower contributive
weights. It should be noted that the meaning of
iteration here can be interpreted as a repeated process
of adjusting the participant’s contributive weights
to gradually improve the consensus level in spite
of differing intensity of preferences among group
participants. Eventually, if we continue the iteration
to reach an idealized consensus level (GCI = 1)
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TABLE IV
THE GROUP-AGGREGATED PRIORITIES AND PARTIAL GROUP CONSENSUS INDEX WITHOUT A PARTICULAR PARTICIPANT DM

WAM-AIP (aggregated policies)
w/o DM1 w/o DM2 w/o DM3 w/o DM4 w/o DM5

A1 0.348 0.341 0.454 0.347 0.372
A2 0.365 0.392 0.240 0.367 0.369
A3 0.287 0.267 0.306 0.286 0.259

GCI\{j} 0.743 0.771 0.975 0.744 0.745

TABLE V
CONTRIBUTION OF INDIVIDUAL PARTICIPANT TO GROUP CONSENSUS

J DM1 DM2 DM3 DM4 DM5
∆j 0.0503 0.0223 -0.1815 0.0496 0.0491

TABLE VI
WEIGHTS OF PARTICIPANTS AT FIRST THREE ITERATIONS OF AUTOMATIC UPDATING OF WEIGHTSa

r DM1 DM2 DM3 DM4 DM5 GCI
0 0.2000 0.2000 0.2000 0.2000 0.2000 0.794
1 0.2105 0.2049 0.1640 0.2104 0.2102 0.827
2 0.2184 0.2071 0.1386 0.2182 0.2177 0.851
3 0.2246 0.2078 0.1199 0.2244 0.2233 0.869
a parameter p is set to 1.0

TABLE VII
GROUP-AGGREGATED PRIORITIES OF ALTERNATIVES AT FIRST THREE ITERATIONS OF AUTOMATIC UPDATING OF WEIGHTS

r A1 A2 A3 GCI
0 0.372 0.346 0.281 0.794
1 0.387 0.328 0.285 0.827
2 0.397 0.315 0.288 0.851
3 0.405 0.305 0.290 0.869

with participants having different set of priorities,
all participants but one are completely discounted.

As GCI increases while adjusting the contribu-
tive weights of participants, the group-aggregated
priorities of alternatives are updated (see Figure
4) resulting to a more stable and reliable group
decision. The final consensus decision can then be
obtained that would reflect a satisfactory level of
consensus. For example, as GCI approaches the
value of 0.95, the intensity of preferences of the
alternatives is changing, resulting to a different rank
order of alternatives (A1 > A3 > A2) as compared
to the initial condition (A1 > A2 > A3).

Similar calculations of the same preference data
were also conducted using the weighted geometric
mean (WGM-AIP) operator. Figure 5 describes how
the weights of participants and group-aggregated

priorities (WGM-AIP) are changing while the GCI
value increases. The figure when compared to Figure
4 indicates the similar rank order (A1 > A3 > A2)
of the alternatives as GCI approaches the value of
0.95. Although A2 is ranked first because of DM3’s
extreme preference on A2 over the other alternatives,
it slides down to the third rank as the DM3’s weight
decreases along with the increase of GCI.

The consensus-seeking process based on GCI
could therefore provide not only the explicit measure
of consensus level, but also a robust rank order of the
alternatives regardless of the chosen mathematical
aggregation operator (i.e. weighted arithmetic or ge-
ometric mean method). Note that these results would
therefore guide the group decision-making process
to find a reasonable value of the group-aggregated
priorities without forcing anyone to modify his opin-
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Fig. 4. An example of output from the consensus-seeking model
using the weighted arithmetic mean as aggregation operator.

Fig. 5. An example of output from the consensus-seeking model
using the weighted geometric mean as aggregation operator.

ion. For example, the rank order of alternatives
(A1 > A3 > A2) obtained from the consensus model
while improving the GCI value would seem to be
more reasonable than the rank order obtained from

the usual arithmetic (A > A2 > A3) or geomet-
ric (A2 > A1 > A3) averaging of the individual
priorities. Thus, the role of this consensus-seeking
process in group decision making can be viewed as
a final arbiter that determines the reasonable group-
aggregated priorities if the desired level of consensus
is unattainable during the consensus-seeking phase
of deliberations.

It should be noted that the group may have to
define the stopping rules of the process including
the threshold value of GCI at the onset of the
formal group decision making. For instance, one
could set the desired GCI value such that it must
be greater than 0.90 or 0.95, or even 0.99 to end the
consensus-seeking process. However, this study does
not recommend any specific threshold value for GCI
that could be used as a stopping rule. The computed
GCI value in the consensus-seeking process may be
satisfactory or not depending on the discretion of the
group. In this context, the proposed process should
not be seen as a rigid method to be followed but as
some kind of decision guidance. Decision guidance
can be described as being suggestive in a way that it
recommends a specific course of action or just being
informative that could support consensus building
[9]. For instance, the results from this consensus-
seeking model could provide a new dimension to
the analysis and serve as motivation for participants
to reconsider their opinion based on the consensus-
relevant information.

Note that the consensus-seeking process can be
applied to group decision making under expert judg-
ment or group participation. The former entails mak-
ing a decision by developing alternative solutions
and selecting the optimal one while the latter entails
making a decision from a group which has common
interest or problem like a community, a committee,
or an organization [17]. In this example, DM3 was
identified as the most incompatible participant in
the group having an extremely dissenting opinion.
This lead to a GCI value associated with the group-
aggregated priorities that may be deemed unsatis-
factory. In the case of an expert judgment process,
the autocratic or formal decision maker may have
to discount DM3’s opinion in obtaining the final
recommendation with high degree of consensus. This
behavior has some valid psychological motivations
which are described elsewhere [18]. On the other
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hand, in group participation where each one is al-
lowed to change his opinion after a series of discus-
sions or disclosure of information, a participant such
as DM3 would lose some of its contributive weights
to the group-aggregated priorities if he decided to re-
main stern with his dissenting opinion. Accordingly,
any non-cooperative participant who tries to subvert
the consensus process by deliberately shifting their
priority weights to an extreme could have the risk of
being excluded from the process or having very little
impact on the group decision. Hence, this consensus-
seeking model would identify and discourage such
kind of strategic manipulations in group decision
making.

IV. CONCLUSION

This study proposed GCI as a new consensus
measure that can be applied to a consensus-seeking
process in AHP-group decision making. AHP is
widely being used as a formal yet intuitive method
for individual participants to explore their own per-
ceptions of the decision problem and at the same
time, as a means of communicating their perceptions
to each other. With multiple participants, whether
they are the formal decision makers or experts,
the decision making process may have to require a
certain level of consensus in spite of the diversity
of judgments and subjective perceptions of reality.
Using GCI, we can measure the degree of consensus
associated with the group-aggregated priorities and
evaluate the quality of such group decision through
a formal structured decision process. GCI considers
the influence of individuals to group consensus while
evaluating the compatibility or closeness between the
ratio scale vectors of individual preferences and the
group-aggregated priorities. To our knowledge, this
is the first attempt to apply the concept of com-
patibility between ratio-scale vectors in a weighted
consensus measure such as GCI.

We have also demonstrated with numerical ex-
amples how a consensus-seeking process based on
GCI can be used to search for a final consensus
decision that is more stable and reliable. First, it
can deal with ‘consensus’ situation that involves an
interactive process wherein the participants are en-
couraged to modify their judgment to reach a closer
agreement in their preference vector. The GCI can
be applied to transparently monitor and document the

progress of consensus building process. Secondly, it
can deal with ‘consensus’ situation which requires
final arbitration in order to reach a collective decision
without forcing the participants to compromise and
change their views. If the current consensus level
is deemed unsatisfactory, the consensus-seeking pro-
cess improves the GCI value by adjusting the weights
of the participant according to their contribution to
consensus. Those participants who tend to be in the
majority subgroup sharing similar preferences would
be assigned relatively higher contributive weights
while those with the minorities having peculiarly
different and extreme preferences would be assigned
relatively lower contributive weights. As GCI ap-
proaches to a satisfactory level, the group-aggregated
priorities are updated leading to a more reasonable
collective decision.

The information derived from the consensus-
seeking process can also serve as decision guidance.
First, this could guide the formal decision maker on
how to integrate the experts’ differing opinions into
a final collective decision. Secondly, this can flexibly
be used by a facilitator or analyst such that the
model outputs could serve as starting point or orien-
tation for group discussion. The consensus-relevant
information provided by the model can therefore be
used along with NGT (Nominal Group Technique) or
any Delphi-like procedure. Moreover, the proposed
approach can be extended to Analytic Network Pro-
cess (ANP), a generalized form of AHP [11]; as
well as, to other decision models that measure the
decision maker’s preference value in terms of ratio-
scale vectors. Although this research is still at the
conceptual stage, we believe that future works along
these lines will provide improved AHP/ANP-based
decision support tools for group decision making and
negotiation process.
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Design of an All-MOS Temperature Sensor with
an 8-bit Incremental Delta-Sigma ADC on a

0.18µm Technology
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Abstract—This study focused on the design and
characterization of a Temperature Sensor with an 8-
bit Low-Voltage Incremental Delta-Sigma Analog-to-
Digital Converter (ADC). The Proportional to Abso-
lute Temperature (PTAT) part of an All-MOS bandgap
voltage reference was utilized as the Temperature
Sensor. The design was implemented using 0.18µm
CMOS Technology. The temperature sensor and volt-
age reference operates at 2.5-V supply voltage while
the ADC part operates on a low voltage 1-Volt supply.
The circuit design can operate from 0°C to 85°C with
a temperature coefficient of 0.933mV/°C or 2.5LSB/°C
and was implemented and simulated using Synopsys
Tools.

Index Terms—bandgap voltage reference, tempera-
ture sensor, incremental sigma-delta, analog-to-digital
converter.

I. INTRODUCTION

THROUGH the continuous and fast pace devel-
opment in technology, the use of sensors has

been widely used in the structures of high tech-
nology machineries and in the field of electronics.
It is because of the fact that sensors detect phys-
ical phenomena and convert these to correspond-
ing electrical signals that are relatively measureable
[1]. One important parameter in a given circuit,
device, or system is its temperature. Maintaining
and monitoring the proper temperature is extremely
important in a given system since having changes in
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J. Ponce, D. David were students of the Electronics and Com-
munications Engineering Department, De La Salle University,
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temperature can affect the conditions of the compo-
nents; hence sustaining and maintaining the status
of an electronic product, temperature sensors are
evident. Temperature sensor is the perfect measuring
apparatus to address such problems for it has been
a growing demand on Very Large Scale Integration
(VLSI), automotive, and wireless sensing application
[2]. Temperature sensors fall into two categories:
those that produce a voltage naturally as an indicator
of temperature, and those that produce some other
physical response that must be converted to a voltage
for measurement [1]. These temperature sensors are
often integrated into microprocessors and memory
chips to control the mode or speed of operation based
on the temperature of the system which is why the
need to decrease its size is important. It also has low
power consumption which contributes in power grid
integrity and alleviates self-heating issues. Moreover,
temperature sensors can also be used in other electri-
cal applications that require immediate temperature
check-up such as machines and motors with cooling
and heating systems that entails control.

This study focuses on the design of an Integrated
Circuit that is composed of a Temperature Sensor
and Analog-to-Digital Converter all together in one
chip area.

II. THEORETICAL FRAMEWORK & DESIGN

CONSIDERATION

A. Top Level Design

Fig. 1 shows the system block diagram of the
whole design of a temperature sensor with an 8-
bit low voltage Incremental Delta-Sigma Analog to
Digital Converter. It is composed of a Temperature

Copyright © 2016 by De La Salle University
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Fig. 1. System block diagram.

Fig. 2. Voltage reference circuit [3].

Sensor Block, Incremental Delta-Sigma Modulator,
and an 8-bit Digital Counter with 8-bit Parallel-in
Parallel-out (PIPO) register for its output.

B. Temperature Sensor

The temperature sensor of the system comes from
the Proportional to Absolute Temperature (PTAT)
node of a bandgap voltage reference based from
the design of [3] shown in Fig. 2. This voltage
reference is composed of a Power Supply Stabilizer
block, Current Source block, Temperature Coeffi-
cient Tuning Element, and the Start-up circuit that
work in harmony to achieve low dependence towards
temperature and supply voltage (VDD) variations
resulting to stable voltage reference output (VREF).
This is an All-MOS Operational Amplifier-less volt-
age reference.

The well-known simplified equation of MOS oper-
ating in strong inversion is shown in Equation 1. The
parameters affected by temperature are the electron
mobility µn and the threshold voltage VTH . Equa-
tions (1) and (2) show the mathematical relationships
of µn and VTH with respect to temperature. Where

Fig. 3. Block diagram of signal conditioning circuit.

Fig. 4. Incremental delta-sigma modulator.

T0 = 300K and αvt is the thermal coefficient of the
threshold voltage measure at T = T0. The derivative
of VGS with respect to the temperature is shown in
Equation (3).

µn = µn0

(
T

T0

)αµ
(1)

VTH = VTH0 + αvt(T − T0) (2)

∂VGS
∂T

=

√
2ID
µnC ′ox

L

W

(
αI
ID
− αµ

T

)
+ αvt (3)

αI is the thermal coefficient of ID, which has been
assumed to be linearly related with temperature.
Equation (3) shows that the rate of change of VGS
with respect to temperature is dependent in the drain
current as well as on its temperature coefficient.
Equations (1)-(3) are based from [4].

A signal conditioning circuit, shown in Fig. 3,
optimizes the PTAT output voltage of the bandgap
reference by configuring the analog voltage from 0 to
1V, ideally, with respect to temperature. The output
voltage of the signal conditioning circuit in the actual
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Fig. 5. Operational amplifier [6].

design has a working range from 27.9 mV to 821 mV
with respect to temperature range from 0°C to 85°C.

C. Incremental Delta-Sigma Modulator

Fig. 4 shows the Incremental Delta-Sigma modu-
lator. It is very similar to the delta-sigma modulator
of [5] with an additional reset block. It is composed
of a switched-capacitor integrator, comparator, 1-bit
Digital to Analog Converter (DAC), and a Reset
circuit.

Fig. 5 shows the Operational Amplifier adopted
from [6] that was used in the integrator as well as
on the comparator block of the modulator.

Shown in Table 1 are the results of Opamp Char-
acterization. The design was simulated in the differ-
ent corner libraries namely: typical-typical, fast-fast,
fast-slow, slow-fast, and slow-slow.

D. 8-Bit Digital Counter with PIPO Register

The last stage of the whole system is an 8-
Bit Digital Counter based from [7] with Parellel-in
Parallel-out (PIPO) Register that will store the output
data. The 8-bit counter, shown in Fig. 6, is in-charge
of converting the bit stream to its digital equivalent
code. It counts how many high states of bit steam
within a given period of time. In this design, the
period is 256 us. The digital output is dependent on
the pulse density of the bit stream. The conversion
is finished after 256 clock cycles after the reset has
turned off.

Fig. 6. 8-bit counter [7].

Fig. 7. Register circuit.

The register circuit shown in Fig. 7 has been
designed to be used as a latch in order to store the
read digital code.

Fig. 8 shows the modified D-FlipFlop (DFF) de-
sign wherein enable pin has been incorporated. The
enable circuit is enclosed by a dashed line.

Fig. 9 shows the design of the internal reset circuit
wherein additional logic gates and an 8-bit digital
counter are used for resetting the whole system after
one conversion time.

III. RESULTS AND DISCUSSION

A. Temperature Sensor Circuit Output

Fig. 10 displays the obtained PTAT and Comple-
mentary to Absolute Temperature (CTAT) output of
the bandgap reference circuit.
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TABLE I
RESULTS OF OP-AMP CHARACTERIZATION

TT FF FS SF SS
Gain (dB) 62.3 53.4 63.2 65.4 71.2
CM (dB) -19.1 -21.1 -16.2 -12.7 -12.4

CMRR (dB) 81.9 75.2 80.1 78.5 83.8
DC Offset (mV) -0.102 -0.245 -0.112 -0.0942 -0.0495

ICMR (mV) 0 - 0.85 0 - 0.91 0 - 0.801 0 - 0.85 0 - 0.885
PSRR (dB) 61.6 63.5 62.2 63 68
SR (V/µs) 51 57.01 48 46.44 43.7

Fig. 8. DFF with enable.

Fig. 9. Reset circuit.

PTAT output is used as the input to the incremental
sigma delta ADC since it has a linear response with
respect to temperature. Equation (4) displays the
equation of the linearity of PTAT.

y = 0.0008x+ 1.52 (4)

Fig. 11 shows the capability of the bandgap
reference to have a stable output with respect to
temperature variations. Temperature was varied from
0°C to 85°C and the generated Vref is parabolic in
nature that has a range of 942.4mV to 944.18mV.
The Vref output change is just 1.78mV from 0°C to
85°C.

Fig. 10. PTAT and CTAT output.

Fig. 11. Vref output.

Shown in Fig. 12 is the simulation results of
bandgap reference voltage at the different corner
libraries when the temperature was varied from 0°C
to 85°C.

Fig. 13 shows the Vref output voltage in five
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Fig. 12. Temperature sweep in five process corners.

Fig. 13. Voltage sweep in five process corners.

Process Corners, SS, SF, TT, FS, FF respectively as
the input voltage is varied from 0V to 5V. The output
is almost flat line from 2.4V to 4.14V.

Fig. 14 is the output of the temperature sensor
with conditioning circuit simulated with sweeping
temperature. Using the spice command “.dc temp 0
85 1”, the simulation performed a temperature sweep
from 0 to 85°C with a temperature step of 1°C. The
output voltage of the temperature sensor with signal
conditioning circuit varies linearly from 27.9 mV to
821 mV with respect to temperature from 0°C to
85°C.

Table 2 shows the results of line regulation sim-
ulations at the different corner libraries. The range
of line regulation variation is considering the five
corners is from 7.55814 mV/V to 8.13953 mV/V.

Table 3 shows the results of Temperature Coeffi-
cient simulations at the different corner libraries. The

Fig. 14. Output of signal conditioning circuit with respect to
temperature.

range of Temperature Coefficient considering the five
library corner is from 24.8988 ppm/°C to 66.2427
ppm/°C.

B. Incremental Delta-Sigma Modulator Output

Fig. 15 shows the output of the Sigma-Delta Mod-
ulator with a triangular wave as the input. The output
is a pulse-density modulated signal represented by
the blue waveform and the input signal is represented
by the red waveform. Basically, the output of the
modulator is a series of bit stream of 1s and 0s.
It has more high states (1s) density as the ramp is
nearing the peak value and has increased 0s density
at the low input value.

On another testing, Fig. 16 shows the output of
the Sigma-Delta Modulator with a sine wave as the
input. The output is a pulse-density modulated signal
represented by the blue waveform and the input
signal is represented by the red waveform. Similar
to the observation in Figure 14, the output of the
modulator is a series of bit stream of 1s and 0s with
high 1s density as the input is nearing the peak value
and has a high 0s density at the low input value.

Fig. 17, shows eight output waveforms of the
counter. The outputs were taken from the Q terminal
of DFF. VQ8 being the most significant bit while
VQ1 being the least to check if the actual simulation
is the same or close to the theoretical value. Equation
5 shows how to get the exact input for the whole
temperature sensing circuit to give a specific digital
output.
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TABLE II
RESULTS OF LINE REGULATION SIMULATIONS

Post layout (linereg)
MOS TT FF FS SF SS

VREF @ 2.5V (V) 0.945 0.888 0.917 0.973 1
VREFmax (V) 0.956 0.901 0.929 0.984 1.01
VREFmin (V) 0.943 0.887 0.916 0.971 0.996

Linereg (2.4V - 4.12V) (mV/V) 7.55814 8.13953 7.55814 7.55814 8.13953

TABLE III
RESULTS OF TEMPERATURE COEFFICIENT SIMULATIONS

Post layout (TempCo)
MOS TT FF FS SF SS

VREF @ 27°C (V) 0.945 0.888 0.917 0.973 1.004
VREFmax (V) 0.945 0.888 0.917 0.973 1.006
VREFmin (V) 0.943 0.883 0.915 0.971 1.001

Linereg (0° - 85°) (mV/V) 24.8988 66.2427 25.6591 24.1823 58.5892

Fig. 15. Graph of sigma-delta modulator ramp as input.

Fig. 16. Output of sigma-delta modulator sine wave as input.

InputVolts =

(
1

256

)
Theoreticalbinary (5)

Fig. 17. 8-bit counter output.

The conversion time is 256 us after which the
internal reset circuitry will send a reset pulse to begin
a new conversion.

The final circuit was evaluated under temperature
(0°C to +85°C), power supply voltage (VDD = 2.5V
for bandgap, VDD = 1.0V for the rest of the design)
and process corners (TT, SF, FS, SS, FF). Shown in
Table 1 is the summary of results when simulating
the whole design with respect to varying tempera-
ture.

C. Incremental Sigma-Delta ADC Characteristics

1) Linearity Testing: Linearity testing is done
to see how accurate the conversion of the circuit.
Integral non-linearity (INL) is difference between
the ideal resolution characteristic and the actual



DESIGN OF AN ALL-MOS TEMPERATURE SENSOR BRIONES ET AL. 61

Fig. 18. INL results.

Fig. 19. DNL results.

resolution characteristic from a straight line. It can be
expressed in terms of Least Significant Bit (LSB) [7].
INL can be computed using the method presented
in [7-9] using Code Boundaries (CB) or the voltage
threshold that causes a change in the output code.

INL[i] =
1

DeviceLSB
(CB[i]− CB[1] −

DeviceLSB× (i− 1))
(6)

According to [8], device LSB step is calculated by
dividing the total span of the ADC by the number of
corresponding analog input transition steps or code
transitions.

DeviceLSB =
CB[2n − 1]− CB[1]

2n − 2
(7)

Fig. 18 shows the INL graph showing
+2.062722048 LSB as the maximum INL.

Differential non-linearity (DNL) on the other hand
is the measure of the separation between two succes-
sive output codes. Ideal separation is 1 LSB. Like the
INL, it is usually expressed in LSB [7-9].

DNL[i] =
(

CB[i+ 1]− CB[i]
DeviceLSB

− 1

)
(8)

TABLE IV
RESULTS OF INL TESTING

Digital Output INL
1 -0.638588416
2 -0.654745344
3 -0.670902528
8 -0.671373824
9 -0.667452416

10 -0.683609344
11 -0.679687936
12 -0.675766528
36 -0.501339136
37 -0.477339392
40 -0.42541824
41 -0.42149683
42 -0.397497088
64 -0.050206464
65 -0.026206464
66 -0.022285056
67 0.001714688
68 0.025714432

130 0.690488832
131 0.814880768
132 1.01958656
142 2.062722048
143 2.026486528
176 0.50946176
177 0.493304832
215 0.582083072
216 0.565926144
217 0.569847552
218 0.57376896
219 0.577690368
252 0.446077184
253 0.42992

The proponents used a sampling code characteri-
zation from 256 codes and have used an increment of
LSB/50 per simulation in order to get an acceptable
code boundary. Table 5 shows the INL output at
different Digital Output. Table 5 shows the DNL
output at different digital output.

The graph of DNL results is shown in Fig. 19.
Maximum DNL is at +0.224784128 LSB.

2) Offset Error: This characteristic is basically
defined as the measured and observed error until the
first transition of the output occurs [7-9].
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TABLE V
RESULTS OF DNL TESTING

Digital Output DNL
1 -0.016156928
2 -0.016157184
3 0.003921408
8 0.003921408
9 -0.016156928

10 0.003921408
11 0.003921408
12 0.003921408
36 0.023999744
37 0.024
40 0.003921408
41 0.023999744
42 0.003921408
64 0.024
65 0.003921408
66 0.023999744
67 0.023999744
68 0.003921408
130 0.124391936
131 0.204705792
132 0.224784128
142 -0.03623552
143 -0.096470784
176 -0.016156928
177 0.003921408
215 -0.01615928
216 0.003921408
217 0.003921408
218 0.003921408
219 0.003921408
252 -0.016157184
253 -0.016156928

Offset Error = CB[1]−
[
0.5

(
1

2n

)]
n = 8

CB[1] = 0.001411764

Offset Error =
0.001411764−

[
0.5
(

1
256

)]
1

256

Offset Error = −0.138588416 LSB

(9)

3) Gain Error: This characteristic can be ob-
tained through the highest digital code as the basis.
Computing for the horizontal difference between the
actual resolution characteristic and the ideal resolu-
tion characteristic at the highest digital code in terms
of LSB [7-9]:

Fig. 20. Graph of the temperature sensor response.

Gain Error =

[
CB[2n − 1]− CB[1]

FSR×
(
2n−2
2n

) ]
− 1

Gain Error =

[
0.99757− 0.00141

1×
(
256−2
256

) ]
− 1

Gain Error = 0.147089033% FSR

Gain Error = 1.470890331 mV

Gain Error = 0.376547924 LSB

(10)

4) Full-Scale Error (FSE): This characteristic is
basically the difference between the actual and ideal
analog full-scale transition value. Since gain error
and offset error values were already obtained, full-
scale error can be expressed as the sum of offset and
gain error [7-9].

FSE = Offset Error + Gain Error

FSE = | − 0.138588416 LSB|+
0.376547924 LSB

FSE = 0.51513634 LSB

(11)

D. Temperature Sensor IC Output

Fig. 20 shows the graph of Temperature Sensor IC
output tested within 0 to 85°C. One hundred points
have been plotted with an interval of 0.85°C. It can
be seen that the actual is very close to the ideal
with accuracy within ±2.5 LSB which is equivalent
to ±1°C.

Table 6 shows 21 points from the 100-point
sample of Figure 20 to show the details of the
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TABLE VI
RESULTS SUMMARY

Ideal vs Actual Output in Varying Temperature
Temp (°C) Voltage (V) Ideal (LSB) Actual (LSB)

0 0.0279 7.1424 8
4.25 0.067555 17.29408 17
8.5 0.10721 27.44576 26

12.75 0.146865 37.59744 36
17 0.18652 47.74912 46

21.25 0.226175 57.9008 56
25.5 0.26583 68.05248 66
29.75 0.305485 78.20416 76

34 0.34514 88.35584 86
38.25 0.384795 98.50752 97
42.5 0.42445 108.6592 107
46.75 0.464105 118.8109 117

51 0.50376 128.9626 128
55.25 0.543415 139.1142 138
59.5 0.58307 149.2659 148
63.75 0.622725 159.4176 159

68 0.66238 169.5693 170
72.25 0.702035 179.721 181
76.5 0.74169 189.8726 191
80.75 0.781345 200.0243 202

85 0.821 210.176 212

output. The minimum and maximum voltage of the
conditioning circuit corresponds to 0°C and 85°C
respectively. Since the response is linear, the in-
crement of voltage is 7.931mV while 0.85°C for
temperature in 100-point sampling. The ideal output
in the table is equivalent to the voltage multiplied
by 28 or 256. The actual output is read from the
8-bit PIPO register. The circuit design can operate
from 0°C to 85°C with a temperature coefficient of
0.933mV/°C or 2.5LSB/°C

The design has a layout dimension of 216.98µm x
197.71µm without bonding pads. Fig. 21 shows the
Integrated Circuit (IC) layout with its corresponding
floor plan. The output file of the simulation shows
that the average power consumed is 1.3147mW while
the maximum peak power consumed is 3.2338mW.

IV. CONCLUSION

In this study, a CMOS Based Temperature Sensing
IC with a low voltage Incremental Delta-Sigma ADC
has been designed and presented. The Temperature
Sensing Circuit operates at 2.5V while the Incre-
mental Delta-Sigma ADC operates at 1V. The whole
design was implemented using 0.18µm CMOS tech-
nology using Synopsys tools. A bandgap reference

Fig. 21. Layout of the temperature sensing circuit.

circuit has been successfully designed with a stable
Vref of around 0.945 Volt from 2.4V to 4.14V with
respect to temperature ranging from 0°C to 85 °C.
The PTAT section of the bandgap reference has been
utilized as the temperature sensor. A signal condi-
tioning circuit has been designed and incorporated to
the PTAT of the bandgap to produce a signal accept-
able to the input range of the ADC. The PTAT output
with signal conditioning circuit has a linear output
ranging from 27.9mV to 821mV from 0°C to 85°C.
Internal Reset Circuit and 8 bit register has been
designed and implemented. Testing of 100 samples
from 0°C to 85°C, the whole design passed the ADC
linearity in all process corners. ADC characterization
obtained satisfactory results. The actual output is
read from the 8-bit PIPO register. The circuit design
can operate from 0C to 85°C with a temperature
coefficient of 0.933mV/°C or 2.5LSB/°C

For future work, a 2x1 multiplexer circuit can be
inserted between the output of the signal condition-
ing circuit and the input of the ADC which enables
the user of the IC to select where the analog input
signal would come from giving flexibility to the use
of the ADC for other input signal.
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Implementation of a Vertical Take-off and
Landing for DC Motor-based Rotorcraft

Elmer Magsino, Mark Lorenze Torregoza, and Elmer Dadios

Abstract—This paper uses Matlab/Simulink to
demonstrate the vertical take-off and landing con-
trol of a rotorcraft, which is assumed to have DC
motors instead of the conventional BLDC motors.
The rotorcraft system is modeled by its DC motors
instead of its nonlinear dynamic model. A PI controller
compensates the DC to achieve its desired motor speed.
The DC shunt motors are supplied by a 12VDC battery
chopped by a 2-quadrant chopper, and have maximum
rated speeds of 50000rpm. At this speed, the theoretical
reachable maximum height is 10m when the rotorcraft
has no load.

Unlike most models, the load disturbance is not
equally shared by the DC motors. Instead, each motor
carries the actual weight. A fuzzy logic controller
is used to determine the necessary individual motor
speed to attain the vertical take-off height. During var-
ious simulation experiments of four-rotor rotorcraft,
the desired altitude load disturbance are introduced
to verify system response.

It has been verified that the proposed fuzzy-classical
control of DC motors implementing a vertical take-off
and landing allows ease in controlling the vertical flight
and avoiding too much nonlinearities in the rotorcraft
system.

Index Terms—rotorcraft, vertical take-off and land-
ing, fuzzy logic control.

I. INTRODUCTION

UNMANNED aerial vehicles (UAVs) or flying
drones are becoming increasingly common [1]

but are one of the most complex flying machines
because of its capabilities to perform various maneu-
vers [2]. Aside from being used in leisure, more sci-
entific and research studies have incorporated rotor-

E. Magsino and M. L. Torregoza are with the Electronics
and Communications Engineering Department, De La Salle
University, Manila, Philippines.

E. Dadios is with the Manufacturing Engineering and Manage-
ment Department, De La Salle University, Manila, Philippines.

crafts in the fields of traffic surveillance, air pollution
monitoring, area mapping, and remote applications
[3]. A rotorcraft is a flying vehicle that has rotating
blades to achieve flight. Most common rotorcrafts
have four, six, and eight motors. One of these UAVs
which have gained tremendous research attention is
the quadrotor which is shown in Fig. 1 below.

Figure 1 illustrates the coordinate assignments of
quadrotor in the “+” orientation, that is, one of its
motor arms is aligned in the x-axis, their thrust
vectors, and directions of rotation. The body-fixed
frame B is located at the vehicle’s center of mass
and also serves as its origin. When looking from the
top, rotors 1 and 3 rotate counterclockwise while
rotors 2 and 4 rotate clockwise. The rotor speed is
denoted by ωi and the thrust is an upward vector
equal to:

Ti = bω2
i , i = 1, 2, 3, 4 (1)

in the vehicles negative z-direction, where b > 0
is the lift constant. This variable b depends on the
number of blades and its chord length, air density,
and the cube of the rotor blade radius. [1]. The
derivation of the simplified model of this UAV is
also shown in [1].

In [4], a hybrid control based on discrete automa-
ton and classical PID controllers were introduced.
This was proposed based on the systems propul-
sion nonlinearities and underactuated nature. Ro-
tocraft modeling have been presented in [5], [6] for
quadrotors, [7], [8] for hexacopters and [9], [10] for
octorotors/octocopters. The nonlinear models were
presented using both the kinematic and dynamic
aspects of the rotorcraft. Various control methods
such as visual feedback, classical control, and non-
linear control such as sliding mode and fuzzy logic
were also discussed to allow the respective rotorcraft

Copyright © 2016 by De La Salle University
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Fig. 1. Quadrotor model [1].

a stable flight simulations and actual experiments
were used to verify their proposed control algorithm.

In this research, achieving vertical take-off and
landing flight stability relies on properly modeling
and classically controlling the DC motors. The non-
linear fuzzy logic controller is used to provide what
motor speeds are needed to attain the desired altitude
given a load disturbance in the motor arms. In short,
controlling the DC motors appropriately allows the
stable vertical take-off and landing flight of the
rotorcraft. Ideally, if the motors are presented with an
equal amount of load distribution, then there should
be equal thrusts to be exerted by each motor to
achieve vertical flight stability. The speed of the DC
motors are compensated by a classical PI controller
while the input to each motor is decided by a fuzzy
logic controller.

The main idea proposed adequately models and
controls a shunt DC motor instead of brushless
DC motors (BLDC). Conventional DC motors have
many attractive properties such as high efficiency and
linear torque-speed characteristics. Also, the control
of DC motors is also simple and does not require
complex hardware [11]. Differential equations and
Laplace Transforms were used to model the Shunt
DC motor.

Fuzzy logic control is used to determine the ap-
propriate speed needed by each motor to achieve a
certain desired height. This control scheme will take
into consideration the desired height and the load
disturbance distributed over the DC motors.

Section II discusses the complete shunt DC motor
model and classical compensation and fuzzy control.
On the other hand, Section III shows the results and

Fig. 2. Rotorcraft system model.

discussions of the response of the proposed system
under varying load conditions, that is, speed, load
torque and desired height attainment. Finally a brief
conclusion and future directives of this research work
is provided.

II. DEVELOPMENT OF THE VERTICAL TAKE-OFF

AND LANDING QUADROTOR SYSTEM

The Vertical Take-off and landing rotorcraft sys-
tem is shown in Fig. 2. The limit of the number of
motors will depend on the hardware controller to be
used.

The following are the assumptions made in this
research work:

1) Identical DC motors from the same manufac-
turer are to be used. The maximum speed of
the DC motor is set to 50000rpm and can reach
a height of up to 10 meters.

2) The rotorcraft to be used has a rigid body and
the components are placed symmetrical with
respect to the center. Its center of gravity is
located at the intersection of the beams holding
the DC motors.

3) Wind disturbance or forces affecting the x- and
y-axes are not considered.

4) Load disturbance is applied only in the neg-
ative z-axis direction and directly applied to
the DC motors. Maximum load disturbance for
each motor is 0.03Nm.

The DC motor and two-quadrant chopper models
follow that of what are given in [12]. Table I shows
the DC motor characteristics. These values are for
the no-load speed of 50000rpm.
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TABLE I
DC MOTOR CHARACTERISTICS

Moment of
5.223 × 10−7 kg-m2

Inertia (J)
Motor Viscous

0.90 × 10−5 N-m-s
Friction Constant (B)

Electromotive
3.55 × 10−4 V/rad/sec

Force Constant (Kv)
Electric Resistance (R) 0.0790 Ω

Electric Inductance (L) 0.77 × 10−5 Henry

Fig. 3 shows the MATLAB/Simulink model of
the compensated two-quadrant DC motor. A sample
response of the DC motor is shown in Fig. 4. The
desired input speed is -100 rpm. The negative sign
denotes a clockwise direction.

The controller used to regulate the speed and
torque of the motors are Proportional-Integral (PI).
Classical compensation is carried out through the use
of Matlabs SISO Toolbox.

A. Quadrotor Platform - Sample Model

We consider a quadrotor platform model in ver-
ifying the proposed methodology. This developed
model using Matlab/Simulink is shown in Fig. 5.
The DC Motor block xxx, where xxx is either Left,
Right, Front, or Back, contains the DC motor model
in Fig. 3.

The “Speed” subsystem accepts the desired an-
gular speed of the DC motor that will achieve
the desired height. The “Load” subsystem accepts
the allowable load that each motor can carry prior
without losing speed regulation.

B. Fuzzy Logic Controller

The fuzzy logic controller uses a Mamdani type to
achieve the desired vertical take-off height, given a
certain load disturbance on each of the motor. Since
the quadrotor is a nonlinear and under-actuated sys-
tem, the use of such controller can eliminate certain
dynamic aspects which where not considered during
the modeling of the DC motor that can affect the
quadrotor vertical take-off and landing capabilities.

The corresponding membership functions (MFs)
for the inputs to fuzzy logic controller are shown in
Fig. 6. The inputs to the fuzzy logic controller are

TABLE II
FUZZY RULE BASE

Load Height
Disturbance VL L OK H VH VVH

VLi VS S OK F VF VVF
Li S S OK F VF VVF

OK OK OK OK F VF VVF
He F F F F VF VVF

VHe VF VF VF VF VF VVF
VVHe VVF VVF VVF VVF VVF VVF

height and load disturbance. For height, the values
are from 0–10 meters and have three classifications,
namely: (1) very low (VL), (2) low (L), (3) ok, (4)
high (H), (5) very high (VH), and (6) very very high
(VVH). The low and very very high have open ended
trapezoidal membership functions while the rest have
closed trapezoidal membership functions.

The other input to the fuzzy logic controller is the
load. The classifications are (1) very light (VLi), (2)
light (Li), (3) Ok, (4) heavy (He), (5) very heavy
(VHe), and (6) very very heavy (VVHe). These are
used to determine the intensity of the load distur-
bance from 0 0.03Nm. Linear membership functions
were used because they are simple to implement and
fast to compute.

The output membership functions are shown in
Fig. 7. The output MFs are delta functions modeled
by triangular membership functions with narrow
bases. The motor speeds are categorized to (1) very
slow (VS), (2) slow (S), (3) OK, (4) fast (F), (5) very
fast (VF), and (6) very very fast (VVF).

The min operator is used for the implication
method of the fuzzy logic controller, while the max
operator implements the aggregation of each rule
output. Finally, finding the centroid of the aggregated
output constitutes the defuzzification stage.

Table II shows the fuzzy rule base to determine the
necessary DC motor speed given the desired altitude
and load disturbance. The fuzzy rule is governed by:

if (Height AND Load Disturbance)
then Motor Speed

The load disturbance produces a downward force,
thus decreasing the upward movement provided by
the thrust due to the motor speed.
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Fig. 3. DC motor MATLAB/Simulink model.

Fig. 4. Motor response at desired speed of -100 RPM [13].

Fig. 8 shows the total response of the fuzzy logic
controller for any combination of the inputs height
and load disturbance. There is a linear response on
how the DC motor angular speed will change.

C. Fuzzy Logic Controlled Quadrotor Platform

Fig. 9 shows the whole Simulink model of the
Vertical Take-off and Landing system of the quadro-
tor platform. The dashed box highlights the desired
input to be achieved. The possible desired altitude
commands are: (1) constant height, (2) ramp with
a positive slope to depict a continuously increasing
height, (3) triangular waveform to represent the
vertical take-off and landing, and (4) step input to
portray a sudden change in the desired height.

Fig. 5. Simulink model of a quadrotor platform.

The load disturbance input section is emphasized
by the finer dashed box. Each motor will be sub-
jected to a certain load disturbance. In practice, these
load disturbances are averaged and located at the
center of mass of the rotorcraft. A dynamic loading
is also introduced to the system. This may repre-
sent a sudden shift in the payload of the rotorcraft
platform. If the enable constant is “1”, then there is
dynamic loading being introduced to the DC motors.
The dynamic loading is modeled by a rectangular
waveform.

In the fuzzy logic controller subsystem, the enable
constant allows the dynamic loading of the desired
speed to be inputted to the motors, though this may
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(a)

(b)

Fig. 6. Input membership functions. (a) Quadrotor altitude and
(b) load disturbance.

Fig. 7. Output membership functions for DC motor speed.

Fig. 8. Surface view of the fuzzy rule base.

be also achieved by placing a dynamic speed loading
in the input of the fuzzy logic controller.

III. SIMULATION RESULTS AND DISCUSSION

There are two steps made when simulating the
proposed methodology on a quadrotor platform. The
processes involved are given below.

1) DC Motor model simulation. The DC motor
model was verified under various conditions
including speed and loading. The variations
among the input conditions are:

a) constant speed and load disturbance;
b) varying speed and constant load distur-

bance;
c) constant speed and varying load distur-

bance and
d) varying speed and load disturbance.

2) System Integration. The fuzzy controller and
classically compensated DC Motors are com-
bined into one system and subjected to any
static and dynamic combinations of height and
load disturbance inputs.

A one-second soft start is always implemented
to ensure that the current intake and speed of each
motor do not instantaneously change. To clearly vi-
sualize a single simulation run, the load disturbance
figure is superimposed and is multiplied by a certain
factor that will allow it to be clearly seen. Figs.
10-13 show the different simulation results for the
different tests enumerated above. In Figs. 12-13, the
load disturbance values are multiplied by a factor of
3× 106.

Subjected to different types of loading distur-
bance, the classically compensated DC motor is able
to regulate its speed. One of the limitations experi-
enced in the simulation is the soft star modeling and
implementation. During soft start, overshoots and
undershoots are noticeable when it should exhibit a
linear ramping of the motor speed.

After verifying all dynamic and static tests for
the classically compensated DC motors, the system
shown in Fig. 9 is implemented. The inputs are now
the height and the load disturbance experienced by
each motor.

The height h attained by the quadrotor due to the
angular speed ω produced by its motor is given by
the linear relationship shown in Equation 2. This
linear relationship was taken from the surface view
of the fuzzy controller shown in Fig. 8.

h = aω + b (2)

The coefficients a and b are determined by using
the Curve Fitting Toolbox of Matlab. Using the data
obtained from a ramping height function from 0-10
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Fig. 9. Simulink model of the fuzzy logic control of four DC motors of a quadrotor platform.

Fig. 10. Constant speed and load disturbance.

Fig. 11. Varying speed and constant load disturbance.

Fig. 12. Constant speed and varying load disturbance.

Fig. 13. Varying speed and load disturbance.
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Fig. 14. Abrupt take-off with constant load.

Fig. 15. Abrupt take-off with varying load.

Fig. 16. Smooth take-off with constant load.

Fig. 17. Smooth take-off with varying load.

Fig. 18. Smooth take-off and landing with constant load.

Fig. 19. Smooth take-off and landing with varying load.
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Fig. 20. Angular speed of each DC motor with variable load disturbance.

Fig. 21. Quadrotor height achieved by each DC motor with variable load disturbance.
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meters with load equal to 0.0019 N-m, a and b are
found to be:

a = 0.0002384
m

rpm
b = −1.409m

The constant b is the initial height of the quadrotor
before liftoff takes place. A negative sign means
that the controller is |b| meters above the ground.
However, from this curve-fitted answer, an actual
quadrotor must be at approximately 1.4 meters high,
which may depict that the quadrotor under simula-
tion is huge to begin with, however, the discussion
on the actual quadrotor to be really used is beyond
the scope of this discussion.

Depending on the initial weight experienced by
each motor of the quadrotor, the needed angular
speed ω to produce liftoff varies, as given by Equa-
tion (1).

The fuzzy-controlled quadrotor platform system
in Fig. 9 is subjected to the different simulation
setups: Tests 1-3 demonstrate the different possible
vertical take-off and landing scenarios and have
equal distribution of loading disturbances. Test 4 has
the system undergoing variable load disturbance for
each DC motor.

1) Abrupt take-off, that is, constant height sub-
jected to constant and varying load distur-
bance;

2) Smooth take-off, that is, 0-10 meters ramping
function subjected to constant and varying load
disturbance; and

3) Smooth vertical take-off and landing subjected
to constant and varying load disturbance.

4) Any of the scenarios above having distinct load
disturbance for each motor

The simulation results for Tests 1-3 are shown
in Figs. 14-19. The overshoot propels the quadrotor
to lift itself from the ground and settles to the
desired 4-m height. The negative height means that
the quadrotor has not yet taken off the ground. This
value is approximately equal to b.

During the load disturbance dynamic loading dis-
turbance, the fuzzy logic controller is fast enough to
generate the required angular speed to counter the
effects of gravity and the addition or removal of the
weight on each motor.

Figs. 20-21 show the simulation results for Test
4. DC motor 4 experiences the heaviest load among
all DC motors and as a result, it rotates at a faster
angular speed compared to the other three to achieve
the desired height.

IV. CONCLUSION

The proposed fuzzy-classical approach to the ver-
tical take-off and landing of a quadrotor system
through simple modeling and control of its DC
motors has shown promising results in making a
quadrotor reach a specified desired height during
vertical take-off and landing.

Simulation experiments have verified that given a
desired height and load disturbance, whether static or
dynamic in test procedures, the rotorcraft system was
able to reach the required height. The mathematical
model of the DC motor was easily developed in
MATLAB/Simulink.

However, an attitude control must be added to
address the different loading effects experienced by
each DC motor. Also, in future works, the vertical
take-off and landing will include motions in the x-
and y-axes. The rotorcraft platform must be built in
order to empirically verify the performance of the
proposed system.
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WebSurge: A Profile-based Stress Testing Tool
with Distributed User Agents for Web

Applications
Michael de la Cruz, Jeyran Labrador, and Dante Dinawanao

Abstract—WebSurge is a stress testing tool designed
for web applications written in PHP and Erlang/OTP.
It requires a third party sniffing tool to record the ses-
sion of actual users while accessing a particular web-
based application then translates it into a sequence of
HTTP requests to form a user profile, and executes
them in several instances using software agents, as if
they were executed concurrently by real users. Also,
the number of users to simulate requests and intervals
can be configured according to your target end-user
(e.g., a company with 1000 employees). Once started,
WebSurge monitors resource utilization (e.g., memory,
network, CPU) of the target application server at the
same time, keeps track of each transaction performed
inside the target application itself, like the execution
of an SQL query or rendering a page. After which,
the WebSurge displays the summarized performance
data of the targeted web application.

In this study, two web applications were subjected
to stress-test using WebSurge to test its functionality.
Also, a side-by-side comparison was made with existing
stress-testing tools namely, httperf, WAPT, and Tsung,
in order to benchmark the strengths and weaknesses of
WebSurge over them. The conducted stress tests with
WebSurge stress testing tool had proven that it was
capable of pushing the test applications to its limit and
was able to collect the utilization and performance data
which was presented into summarized tables based
on the desired performance criteria. The benchmark
results proved that among the stress testing tools,
WebSurge alone can provide dynamic profiles for user
agents. WebSurge and Tsung were both capable of
distributing the tasks that allowed them to provide
large number of simultanueous HTTP user agents

M. de la Cruz and J. Labrador are students at the Mindanao
University of Science and Technology, Cagayan de Oro City,
Philippines.

D. Dinawanao is with the Computer Science Department,
Mindanao State University – Iligan Institute of Technology,
Iligan City, Philippines.

while WAPT and httperf were limited to the capacity of
their host system. Consequently, httperf, Tsung, and
WAPT can control the frequency of requests while
WebSurge used the configured interval of each agent
and the think-time for each request.

Index Terms—stress test, software agents, web ap-
plication, concurrency, distribution.

I. INTRODUCTION

NOWADAYS, web application development
gains popularity due to the success of several

web applications in the internet such as Google,
Facebook, and Twitter [1]. As a result, there had
been an increase of interest in building web based-
applications among the students in software engi-
neering classes and professional programmers. An
analysis that was conducted in 2008 by Information-
Age IT suggested that most web implementation fail-
ures were due to unexpected increase of request that
forced them to shutdown their servers. In addition,
it demonstrated that if the website was down, search
engines may remove the site, partners may remove
links to the site, visitors will have a negative opinion
and definitely will withdraw their trust of the site,
and then it will lose sales [2]. These could have been
prevented if the applications had undergone stress
testing before it was published to the internet.

Most of the software engineering students and
web programmers use various tools to evaluate their
work such as Yslow, Firebird, Google analytics, and
other third party applications [3]. However, these
testing tools were limited to the client-side scripts,
page evaluation, and design optimizations thus; none
of them were capable of evaluating the stress level
and actual limitations of the web application. One

Copyright © 2016 by De La Salle University
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of the best methods in measuring the limitations
of a web application is through stress testing [4].
However stress testing is difficult to setup since it
requires enough respondents that could push a web
application to its limits. It also requires so much time
and money which is difficult for students or novice
web programmers to comply within the duration of
their project.

A. Methodology

This chapter described the methods and technolo-
gies used in constructing the stress testing tool. It
also discusses the challenges in conducting stress
testing and performance evaluation on web based
application.

B. System Overview

The proposed system is an integration of a perfor-
mance evaluation system and a stress testing tool
intended for novice web applications. It provides
configurable user profile, flexible configurations, and
distributable agents for a reliable stress testing of
the targeted application and the web server. It was
composed of three major components (Fig. 1):

1) Agent Definition and Performance Evaluation
Software: This collects requests definition of
the targeted application using an open source
HTTP sniffing tool and translates the sniffed
HTTP requests into user profiles for HTTP
user agents. After stress test was conducted,
the performance log files were collected and
imported to this module to formulate perfor-
mance reports and dashboard.

2) HTTP Client (Agent): The HTTP agents are
responsible in translating the user profiles into
a series of HTTP requests and send them to
the targeted application. This is done through
distributed message-passing where the agent
server defines the user profile (agent behavior)
and number of instances, then sends it to
all active workers (client agents) residing on
different computers.

3) Performance Logging Script: The web applica-
tion and web server performance was collected
by logging scripts during the stress test. In
logging the web application performance the
proponent had written a logging script which

was inserted into the target applications source
code to identify start and end markers in
generating pages and executing queries. The
web server performance requires a third party
logging application collectl, which is capable
of monitoring the statistical data into a tabular
form.

C. Translation of User Transactions into Protocol-
Specific Commands

User profiles of the targeted application were
defined based on HTTP requests sniffed using an
open source HTTP sniffing tool. These requests were
extracted and parsed to define a configurable user
profile [5]. The compiled profiles were used by the
agent server and distributed to all active agent clients.
The agent clients that received the profiles encoded
it back into sequence of HTTP requests and sent it
to the targeted application with defined simultaneous
instances (Fig. 2).

D. Development of Software-Agents

The designed software agents were composed of
an agent server and agent client written in Erlang
OTP using the concept of pool of processes imple-
mentation [6] (Fig. 3).

The agent server compiles the received agent
profile from database through the PHP-Erlang Bridge
(PEB) and specifies the number of agent instances
that will be executed and their interval then dis-
tributes the task to all active agent clients as de-
scribed on Algorithm 1.

ALGORITHM 1. AGENT SERVER DISTRIBUTION ALGORITHM
START
LOOP ( ){

IF ( RECEIVE {Nodes , A g e n t P r o f i l e , Agen t Id s } ) ;
Ac t ive Nodes = CHECK NODES( Nodes ) ;
DISTRIBUTE TASK ( Act ive Nodes , A g e n t P r o f i l e , A g e n t i d s ) ;

END IF
}

Agent clients were run on separate stations wait-
ing for tasks from the agent server. As shown in
Algorithm 2 after the agent server converted agent
profile into sequence of HTTP requests it distributed
the task to agent clients and the agent clients si-
multaneously sent the requests to the targeted web
application with the specified number of instances



WEBSURGE: A PROFILE-BASED STRESS TESTING TOOL DE LA CRUZ ET AL. 77

Fig. 1. WebSurge system architecture.

Fig. 2. HTTP Request translation diagram.

and interval. It is also designed to terminate when
the targeted application failed to respond in five
consecutive times.

II. DEVELOPMENT OF PERFORMANCE

EVALUATION SOFTWARE

The Performance evaluation software was de-
signed to provide a comprehensive summarized per-
formance reports of the targeted application and
web server after the stress test was executed. The
performance evaluation reports were displayed in an
organized dashboard using the desired criteria shown

Fig. 3. Process control diagram (OTP pool of processes).

ALGORITHM 2. HTTP CLIENT REQUEST ALGORITHM

WHILE( True )
BEGIN

IF ( RECEIVE {A g e n t P r o f i l e , S t a r t I d , End Id } ) ;
SPAWN EXECUTE ( A g e n t P r o f i l e , S t a r t I d , End Id ) ;

END IF
EXECUTE ( A g e n t P r o f i l e , S t a r t I d , End Id ){

WHILE ( S t a r t I d <= End Id )
SPAWN SEND TO TARGET( A g e n t P r o f i l e , S t a r t I d ) ;
S t a r t I d ++;

END WHILE
}
SEND TO TARGET( A g e n t P r o f i l e , Id ){

Raw Requests = APPLY DATA RULES ( A g e n t P r o f i l e , Id ) ;
FOREACH Raw Requests AS Reques t

SEND REQUEST Reques t ;
END FOREACH

}
END
}

Table I which was based on the Performance Testing
Guidance for Web Applications [7].

Data presented in the dashboard was based on
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TABLE I
PERFORMANCE EVALUATION CRITERIA

Performance metrics Category
Processor Processor utilization

Process
Memory consumption
Processor utilization
Process recyles

Memory Memory available
Memory utilization

Network Network utilization
Response times Transactions times

the performance logs collected during the stress test.
The performance evaluation software was written
in PHP, Javascript, and CSS and was cautiously
designed to demonstrate the performance of the web
application adjacent to the increasing number of
simultaneous requests and portrayed the trend of
server load specifically on the processor, memory,
and network during the stress test.

III. RESULTS AND DISCUSSIONS

Statistical data was gathered after the conducted
stress test with two different web applications to
validate and verify the functionality of the designed
stress testing tool. Also, a benchmark was conducted
against other three currently available stress testing
tools to evaluate the features and data reports.

A. Stress Test

In evaluating the functionality of the components
on the designed stress testing tool and to guarantee
the accuracy of the performance evaluation reports,
a stress test was conducted using two different web
applications. The target applications were Online
Auction System and Web-based Class Management
System.

Stress test cases were conducted with different
number of concurrent HTTP clients and intervals as
described in Table II where the first test case was
set to execute 2000 clients without interval, which
means all of them were started immediately. The
second test case was configured with 3000 clients
with 100ms interval between each client.

1) Stress Test Case 1 Summarized Results: After
stress test case 1 was conducted, statistical reports
were compiled and analysed as presented in Table
III, IV, and Figure 1.

The summarized server utilization report in Ta-
ble III showed the maximum and average server
utilization in two different test applications. It can
be observed that the Online Auction System (OAS)
used less CPU and Memory but noticeably consumed
higher Network bandwidth on both received and
transmitted data than the Class Management System
(CMS). It was also displayed that the CMS had
reached the 100% CPU usage which could have
caused process congestion and refusal of requests.

In the summarized application performance re-
port shown in Table IV the difference between the
web pages and database queries response time was
described. The longest web page response time on
the Class Management System (CMS) reached up to
50.77 seconds while it only took 0.41 seconds in the
Online Auction System (OAS). Also, the longest av-
erage response time of a web page in CMS was 6.11
seconds while in OAS it was only 0.07 seconds. The
displayed results indicated the possibility of process
congestion in the CMS considering that it reached
100% CPU utilization as shown in Table III. The
CMS was also not able to report any database query
results. In the succeeding sections, these results were
further investigated to solidify the interpretation of
the summarized reports.

2) Stress Test Case 1 Online Auction System
Report: The statistical reports and visualized data
provided by the WebSurge stress testing tool after
stress test case 1 was conducted with Online Auction
System was further inspected for analysis.

The maximum CPU utilization was at 97% and
it occurred twice during Elapsed Time 36 and 40.
Queued processes were also noticeably high during
those events that reached up to 1127 processes. It
was also shown that the critical level for CPU usage
which was set at 70% was exceeded several times.
The average CPU utilization was 31.47% but queued
processes were consistently high with an average of
1113.77. The memory utilization report displayed the
maximum memory utilization of 94.6% which was
one of the instances where the memory critical uti-
lization limit (90%) was exceeded. Also, the memory
utilization had been consistently high throughout the
test with an average of 91.35%. The transmitted data
had a maximum rate of 12071 Kbps with maximum
received rate of 501 Kbps. In summary, the web
server utilization reports suggested that in order
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TABLE II
STRESS TEST CASES

Test Case Number Concurrent HTTP Clients Clients Frequency Interval Test Application

1 2000 0 ms

ICTS
Online Auction System

OLLES
Class Management System

2 3000 100 ms

ICTS
Online Auction System

OLLES
Class Management System

TABLE III
STRESS TEST CASE 1 SUMMARIZED SERVER UTILIZATION REPORT

Test Application

RESULTS
CPU Memory Network

Max. Ave. Max. Ave. Receive (Kbps) Transmit(Kbps)
Max. Ave. Max. Ave.

ICTS Online Auction System 97% 31.47% 94.6% 91.47% 501 172.11 12071 3432.48
OLLES Class Management System 100% 22.66% 95.51% 94.31% 160 4.69 478 11.41

TABLE IV
STRESS TEST CASE 1 SUMMARIZED APPLICATION PERFORMANCE REPORT

Test Application

RESULTS
Web Pages DB Queries

(Response Time) (Response Time)
Max. (seconds) Average (seconds) Max. (seconds) Average (seconds)

ICTS Online Auction System 0.41 0.07 0.63 0.035
OLLES Class Management System 50.77 6.11 None None

to handle 2000 simultaneous clients, the CPU and
Memory capacity should be increased since critical
usage was exceeded to prevent untoward errors due
to insufficient resources; and it was also important to
take note that the network bandwidth required was
at least 12071 Kbps.

The web application performance reports dis-
played the maximum and average response time of
web pages and database queries. phpMyItems had
the longest response time but it only took 0.41
seconds. For the average web pages response time,
the web page phpRegister had a value of 0, which
indicated that an error had occurred wherein the page
was not executed completely. The database queries
had a maximum response time of 0.63 seconds
and an average of 0.035 seconds on a total of
5060 queries. Based on the application performance
reports, the web pages and database queries were
performing well except that there was a page that

failed to execute. The individual performance criteria
reports and visualizations were also provided for
further review on the possible causes of errors and
congestions.

3) Stress Test Case 1 Class Management System
Reports: The server utilization reports for the Class
Management System described the CPU, Memory,
and Network utilization. The CPU had a maximum
utilization of 100% that occurred four times where
the first occurrence was just a second after the stress
test was started. It can also be seen on the reports that
the CPU critical limit was exceeded several times.
The average CPU utilization was only 22.66% but
the average utilization spent for waiting was very
high at 71.75% and average queued processes of
2702.17 which signified that process congestion oc-
curred. The memory utilization report also described
high utilization percentage where several critical
usages were identified with a maximum of 95.51%
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Fig. 4. Stress Test Case 1 consolidated performance statistics.

and average of 94.32%. The network utilization had
been consistently low at a maximum of 478 Kbps
for transmitted data and 160Kbps received data.
In general, the CPU and Memory capacity of the
web server was not able to cater 2000 simultaneous
clients where process congestion evidently occurred
based on the reports.

In the summarized web pages and database queries
performance report , it can be seen that the root
page “/” had a maximum response time of 50.77
seconds and an average of 6.11 seconds which was
very high for a functional web page. Two of the
web pages were not able to finish its execution due
to errors denoted by the 0 average response time.
Also, none of the database queries were executed.
These results coincided with the previous conclusion
that process congestion occurred on the first request

on each client and was not able to continue the
transactions.

4) Stress Test Case 2 Summarized Results: The
stress test case 2 statistical reports and visualiza-
tions provided by WebSurge were used to conduct
analysis on the capacity of the web server and the
performance of the targeted applications.

Stress test case 2 was conducted with 3000 clients.
It was observed that the Online Auction System
did not reach the critical utilization limits on both
CPU and Memory while the Class Management
System reached as much as 100% CPU usage and
95.39% Memory usage which had both exceeded the
critical limits. Thus, based on the reports it could
be concluded that the web server was able to cater
3000 clients with 100ms interval on Online Auction
System but was pushed to its limits on the Class
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Management System.
The results displayed huge difference in web

pages response time between OAS and CMS. The
CMS was also unable to execute any database
queries which could be associated to the critical
utilizations on CPU and Memory. The succeeding
sections presented the detailed reports provided by
the WebSurge stress testing tool to further investigate
and identify possible process congestions and errors.

5) Stress Test Case 2 Online Auction System Re-
ports: The maximum CPU utilization during the
stress test was 66% and it occurred at 419 seconds
from the start of the stress test (Elapsed Time). It was
also shown that the critical utilization limit on both
CPU and Memory was not reached, which means
that process congestion and memory outage related
errors unlikely occurred. The maximum memory
utilization was 86.34% and average utilization of
75.21%. It consumed as much as 12088 Kbps of the
bandwidth which should also be considered when the
application will be published to the internet. It can
then be concluded based on the reports that the web
server resource capacity was capable of handling
3000 clients with 100ms interval.

The application performance reports showed the
Web application performance through web pages
and database requests response time. The results
displayed that most of the web pages had a maximum
response time less than 0.05 seconds except the page
/phpbid.php that reached up to a maximum response
time of 0.39 seconds. Also, in web pages average
response time was 0.04 seconds over 1000 page hits.
It is also important to note that the value 0 in the
average response time indicated an error occurred
while executing the page and also needs careful
inspection and review. The database queries had a
maximum response time of 0.389 seconds and an
average of 0.00819 seconds. In general, it could be
seen that the web application had been performing
well on the given settings.

6) Stress Test Case 2 Class Management System
Reports: Web server utilization reports displayed
identified process congestion occurred during the
stress test. In several instances the maximum CPU
utilization reached 100% and the first time it oc-
curred was with the same time the stress test started.
The average CPU usage was 43.22% and 87.56
processes per second were blocked. Also, the Mem-

ory utilization report showed a maximum utilization
of 95.39% and an average of 94.25% which both
exceeded the critical utilization limit. The network
utilization had a maximum transmission rate of 1271
Kbps and maximum reception rate of 299 Kbps. It
is clear, based on the results, that the web server
resources, particularly the CPU and Memory, were
not enough to cater 3000 clients with 100ms interval.

Consistent with the web server utilization results,
the Web application performance report displayed
that only the root page / and index.php was able to
complete their execution. The longest response time
took 67 seconds and there were no database queries
were executed. It can then be concluded that most
of the clients were not able finish their transactions
due to process congestion. Further detailed statistical
reports can be viewed using WebSurge stress testing
tool to solidify the conclusion and identify possible
causes of the congestion.

B. Benchmark

A benchmark was conducted together with three
different stress testing tool the httperf, WAPT, and
Tsung. Each of the software was executed with
different configurations. Then the stress test appli-
cations reports were evaluated based on the adopted
stress test and performance evaluation criteria.

Available statistical reports were compared with
the existing stress testing tool. In the Processor
metric, WebSurge provided statistical reports for
maximum, critical, and average CPU utilization with
their corresponding details and time of occurrence;
while in httperf only the average CPU utilization
was reported; WAPT does not have any reports on
CPU utilization; and Tsung reported an overall min-
imum, maximum, and the average CPU utilization.
In Processes metric WebSurge generated statistical
reports on the process count, queue and blocked
every second and their averages while the three other
tools does not have any report related to processes. In
Memory metric, WebSurge reported the maximum,
critical, and average utilization statistics on both
Physical Memory (RAM) and SWAP Memory with
their components and the corresponding time it oc-
curred while there were no reports provided in three
other tools that were associated with memory statis-
tics. In the Network metric, WebSurge was capable
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TABLE V
STRESS TEST CASE 2 SUMMARIZED SERVER UTILIZATION REPORT

Test Application

RESULTS
CPU Memory Network

Max. Ave. Max. Ave. Receive (Kbps) Transmit(Kbps)
Max. Ave. Max. Ave.

ICTS Online Auction System 66% 15.46% 86.34% 75.21% 445 105.12 12088 2263.79
OLLES Class Management System 100% 43.22% 95.39% 94.25% 229 23.83 1271 59.39

TABLE VI
STRESS TEST CASE 2 SUMMARIZED APPLICATION PERFORMANCE REPORT

Test Application

RESULTS
Web Pages DB Queries

(Response Time) (Response Time)
Max. (seconds) Average (seconds) Max. (seconds) Average (seconds)

ICTS Online Auction System 0.39 0.04 0.39 0.0082
OLLES Class Management System 67.03 2.03 None None

Fig. 5. Stress Test Case 2 consolidated performance statistics.
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TABLE VII
BENCHMARK CONFIGURATIONS

Stress-testing tool No. of HTTP Clients Interval per User (ms) Concurrent Connections
1. WebSurge 1000 1000 N/A
2. HTTPERF 1000 N/A 150

3. WAPT 20 N/A 5
4. Tsung 1000 N/A 150

TABLE VIII
AVAILABLE STATISTICAL REPORTS

Performance Metrics WebSurge HTTPERF WAPT Tsung

Processor
Maximum

Average None
Maximum

Critical Minimum
Average Average

Processes
Count

None None NoneQueue
Blocked

Memory RAM None None NoneSwap

Network Throughput Throughput Throughput ThroughputPackets Count

Response Times

Web Page Maximum Connection,
Web Page Average Request Request Page, Request,

DB Queries (Min., Max., Ave.) Average Session
(Individual web page statistics) (Min, Max, Ave)

of monitoring the data transfer rate (throughput) and
the corresponding packet count while the rest of
the tools reported only the average throughput. In
the Response Time metric, WebSurge provided de-
tailed individual web page statistics which included
maximum and average response time together with
the database queries executed and the number of
individual page hit count; while httperf reported the
overall request statistics that included the maximum,
minimum, and average response time; WAPT only
provided the average request response time and
Tsung generated statistical reports on the overall
response time for connection, page, request, and
session. Thus, WebSurge had several advantages in
providing statistical reports based on the desired
performance evaluation metrics.

IV. CONCLUSIONS AND RECOMMENDATIONS

After the study was conducted, we had come up
with the following conclusion and recommendations:

1) Conclusions: A distributed profile-based stress
testing tool with server utilization and application
performance reports was developed. It was designed
to provide sufficient number of HTTP clients that

could push the test application to its limit which
was achieved through distribution of lightweight and
fault tolerant software agents. The benchmark results
also demonstrated that the developed stress testing
tool had sufficient statistical reports compared to
currently available benchmarked stress testing tools
based on the desired performance criteria. Finally,
the developed stress testing tool was able to demon-
strate user-specified sequence of transactions derived
from the sessions of a targeted web-based application
and capable of replicating these transactions into
multiple instances that pushed the target applications
to their limit.

2) Recommendations: The WebSurge stress test-
ing tool had several possibilities for improvement.
The user interface can be further improved with more
logical and user friendly design. The presentation of
data can also be inspected with possible changes that
could provide better comprehension and improve the
speed on generating the results. Agents can also be
upgraded to execute complicated transactions, and
with better implementation of distributed application.

We also recommend that further analysis should
be made on the statistical data for patterns and
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behaviour in order to detect and prevent errors
and congestions before it occurs. Also, suggestive
module for the stress testing tool would be very
beneficial to dynamically interpret the stress test
results and provide possible solutions. Subsequent
studies are also recommended to further explore the
field of process concurrency and distribution using
Erlang/OTP.
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Hydrodynamic Analysis of the ACCORDION
Photobioreactor for Microalgae Cultivation
using Computational Dynamics Analysis
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Abstract—Photobioreactors are promising growth
container for microalgae species used in various disci-
plines such as chemical, pharmaceutical, biochemical,
and environmental engineering. In addition, it has the
advantage for closed environment conditions. Microal-
gae are microorganisms that have promise in biotech-
nology and energy sector. However, certain problem
arises in cultivating microalgae in conventional pho-
tobioreactors. The main problem is improper mixing
of culture media and air/CO2 supply. Moreover, un-
derstanding the hydrodynamics of the photobioreactor
aids a better reactor design using Computational fluid
dynamics (CFD). This study aims to understand the
hydrodynamics of the ACCORDION photobioreactor
compared to the conventional airlift photobioreactor
using CFD. Eulerian-Eulerian multiphase model was
used to simulate the fluid flow inside the PBR. Bubble
size was set to 0.006m, and sparge inside a 6 ft.
ACCORDION PBR system. Results showed that the
design of the ACCORDION PBR system improved
the mixing strategy of the culture media (liquid) and
air/CO2 (gas). The CFD simulation of the ACCOR-
DION PBR verified the goal of the design which is
mixing. Results of this study shall aid in the design
improvement of the ACCORDION photobioreactor
system for microalgae cultivation.

Index Terms—photobioreactor (PBR), microalgae,
ACCORDION, computational fluid dynamics, hydro-
dynamics.
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I. INTRODUCTION

M ICROALGAE have different applications to
offer in the pharmaceutical, cosmetics, agri-

culture, aquaculture, and energy industries [1], [2],
[3], [4]. In addition, it also produces useful com-
pounds that can be used in producing healthy food
[5]. For environmental application, microalgae can
remove pollutants from wastewater treatment and can
be used for biofuels [6]. In space science application
and research, microalgae are also utilized [7], [8].
Moreover, microalgae lessen CO2 emissions that
cause climate change. The energy streams that can be
extracted from microalgae are bio-ethanol, methane,
bio-gas [9], bio-hydrogen [10], bio-oil, and biodiesel
[11], [12]. Biodiesel is one of the potential solutions
as an alternative fuel in addressing fossil fuel de-
pletion. Feedstocks such as soybean, corn, canola,
coconut, and so forth are used to produce biodiesel.
However, converting microalgae to biofuel involves
processes from cultivation, harvesting, drying, oil
extraction, to transesterification. To understand the
growth of microalgae, the cultivation process must be
considered in the study. Several cultivation systems
are used for growing algae, such as raceway pond
and photobioreactor (PBR) system [13]. For practical
applications, raceway pond fits the criteria. However,
it relies on weather conditions, and the microalgae
species is prone to contamination. On the other
hand, the PBR system does not rely on the weather
condition, and it prevents microalgae contamination
[11]. In addition, PBR system has several advantages
such as more effective use of light absorption and
less arable land area requirement than raceway pond
system. However, there are several issues that need to
be resolved in doing PBR system such as the mixing

Copyright © 2016 by De La Salle University
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of the culture medium with microalgae, CO2 and air
supply, light radiation uniformity, and reduced dead
zones which can reduce microalgae productivity and
photo-inhibition [14]. The ACClimatized bioreactOR
for biomass production (ACCORDION) is an inven-
tion that provides efficient biomass production. It is
a closed system of photobioreactor that is low cost
and low maintenance [15]. It is a culture system not
just for microalgae but also for different kinds of
microorganisms or photosynthetic cells; this includes
cyanobacteria. However, to investigate its hydrody-
namics on how the aeration distribution of CO2

and air inside the ACCORDION vessel, simulating
and modeling proper mixing and reducing the cost
in doing experiments, computational fluid dynamics
(CFD) simulation is proposed as a methodology for
this study.

CFD has proved to be reliable and provided re-
alistic fluid simulations [16]. It can provide simu-
lations and quantification of the hydrodynamics of
the culture media inside a PBR system [14]. There
are different studies that had been investigating in
PBR systems. Van Baten et al. used CFX ANSYS
to simulate airlift reactor and investigate its hydrody-
namic flow and used a standard k-e turbulence model
[17]. Krishna et al. used the same software CFX
ANSYS to simulate a cylindrical bubble column
to simulate highly viscous liquid phase that used
standard k-e turbulence model [18]. To simulate the
hydrodynamics of the PBR system, one must look
into the multiphase of the system. There are several
multiphase models such as the Eulerian-Eulerian, the
multiphase mixture as mixture model, the volume of
fluid (VOF), and the Discrete Phase Model (DPM)
as an Eulerian-Lagrangian model. The focus of this
paper is the Eulerian-Eulerian model. There are two
fluids that are modeled in the study—water and air.
To study the movement of a fluid, one must take into
account differential equations especially the Navier-
Stokes equations.

Problem Statement:

In designing photobioreactor culture systems for
microalgae cultivation, different parameters must be
considered, such as light penetration, gas injection,
and most importantly, mixing [19].

To provide the microalgae or culture the exact
nutrient that they need, nutrient distribution in the

Fig. 1. Algae cultivation mixture.

vessel must be equal. In Figure 1, N = N in all areas
in the photobioreactor system. Hence, the need for
simulation using computational fluid dynamics, to
demonstrate how the distribution of nutrients PBR
is efficient inside the photobioreactor.

II. METHODOLOGY

A. Computational Fluid Dynamics Tools

Computational fluid dynamics is used in under-
standing the hydrodynamics of the culture media
behavior inside the ACCORDION photobioreactor.
The CFD simulation was used to solve the Naiver-
Stokes Equation with the aid of Reynolds theory. In
explaining the fluid phenomena, computational do-
mains were calculated using various equations—the
mass, momentum, and energy conservation equations
(1), (2), and (3). In designing the geometry, Design
Modeler (ANSYS version 16.0) and MESH were
used as pre-processors. CFX ANSYS version 16.0
was used to simulate the hydrodynamic simulation
of the ACCORDION photobioreactor. Lastly, CFX-
post (ANSYS version 16.0) was used to visualize
the flows of the results inside the ACCORDION
photobioreactor.

Mass:
∂ρ

∂t
+∇ · (ρ~v) = Sm (1)

Momentum:
∂

∂t
(ρ~v) +∇· (ρ~v~v) = −∇P +∇· (τ) +ρ~g+ ~F (2)
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Energy:
∂

∂t
ρE +∇ · (~v(ρE + P ))

= ∇ ·
(
keff∇T −

∑
h ~J + (τeff~v)

)
+ Sh

(3)

where:
• ρ = density (kg/m3)
• t = time(s)
• v = velocity (m/s)
• Sm = mass source (kg/m3)
• P = constant pressure (Pa)
• τ = stress tensor (Pa)
• g = gravitational acceleration (m/s2)
• F = external force (N/m3)
• E = total energy (J)
• keff = effective conductivity (cal/s)
• T = temperature (K)
• h = specific enthalpy (kcal/kg)
• J = diffusion flux (kg-m2/kg)
• τeff = effective stress tensor (Pa)
• Sh = total entropy (J/K)

B. Multiphase Model

Internal mixing inside the photobioreactor in-
volves air and carbon dioxide (CO2) which are
formed bubbles in the media. Hence, using an
appropriate multiphase model in simulating the
hydrodynamics of the PBR system is neces-
sary. There are two distinct multiphase mod-
els in ANSYS CFX—the Eulerian-Eulerian, and
Eulerian-Lagrangian model. This study only involves
Eulerian-Eulerian multiphase simulation. Eulerian-
Eulerian multiphase model solves the most compli-
cated conservation and multiphase equations. Thus,
calculating time is longer. On the contrary, the
Eulerian-Eulerian model produces accurate results
[14]. Moreover, it is the average of Navier-Stokes
equations over the volume; this includes arbitrary
particles plus a continuous phase. Moreover, it solves
the continuity and mass momentum equations such
as fluid and solid phases. Lastly, it also tracks the
volume fraction [20]. Using this multiphase model
the pressure field is the same even if it is dispersed
or continuous. The Eulerian-Eulerian model uses
continuity (4) and momentum (5) equations and
simultaneously solves them for each phase (6).

∂

∂t
(αpρp) +∇ · (αpρp~vp)

=

n∑
p=1

(
m.

pq −m.
qp

)
+ Sq

(4)

∂

∂t
(αsρs~vs) +∇ · (αsρs~vs~vs)

=− αs∇p−∇Ps +∇τ̄s + αsρs~g

+Kqs (~vq − ~vs) + F

(5)

∂

∂t
(αqρq~vq) +∇ · (αqρq~vq~vq)

=− αq∇p+∇ · τ̄q + αqρq~g

+

n∑
p=1

(
~Rpq +m.

pq~vpq −m.
qp~vqp

)
+
(
~Fq + ~Flift,q + ~Fvm,q

)
(6)

III. RESULTS AND DISCUSSION

Fluid flow in the ACCORDION PBR consisted
of liquid and gas phases. The Eulerian-Eulerian
multiphase model was used to compare ACCOR-
DION with conventional airlift PBR system. The
meshing of the ACCORDION was carried out having
21983 nodes and 108901 nodes. Figure 1 shows
the meshing image of the ACCORDION reactor.
Figures 2 and 3 display the air velocity profile
and Pressure Contour of the ACCORDION PBR
system. CFX-Pre domain was utilized, analysis type
is steady state, and the fluid that was used in this
study is air and water in the ANSYS CFX material
list. Dispersed phase zero equation, fluid-dependent
turbulence model, and the k-e turbulence model were
used. The multiphase boundary conditions in the
Inlet section is subsonic, the outlet is degassing, and
the wall is no slip for water and slip condition for
air.

Air velocity and its direction are important in
designing PBR systems. Figire 2 shows the velocity
profile of air from the sparger in the ACCORDION
PBR system. The width of air flow inside the AC-
CORDION is increasing with respect to the height.
However, there are still regions in the PBR which air
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Fig. 2. Meshing of the ACCORDION PBR system.

Fig. 3. Air velocity profile of the ACCORDION photobioreac-
tor.

does not penetrate, hence, dead zones are generated
inside the ACCORDION.

The diameter of the air bubble was set to 0.006m.
Due to its large diameter, the air bubble suddenly
attained a significant terminal slip at a short time.
This resulting terminal slip was obtained using Grace
Drag model that is consistent with the forecast of
Maneri and Mendelson, and Baker and Chao [20].
These correlations predict a terminal slip velocity of
0.23 m/s to 0.25 m/s for bubbles.

Figures 4 and 5 show the movement of air in
a conventional PBR system. Figure 4 demonstrates
how the air bubble behaves in a conventional airlift
photobioreactor. Because of the draft in the middle
of the airlift reactor, there has been a circulation
inside the PBR system. It is supported by Figure

Fig. 4. Air superficial profile of ACCORDION PBR system.

Fig. 5. Air superficial profile of ACCORDION PBR system.

5, in which the initial flow of the air starts in the
sparger and revolves in the draft tube inside the
PBR system. Comparing the two PBR systems, the
ACCORDION and the airlift bubble column PBR,
different design shows different airflows. However,
each of the system still involves dead zones that
hinders mixture of air and nutrients in the reactor.

IV. CONCLUSION

Hydrodynamic analysis of the ACCORDION PBR
system using CFD was initially established in this
study. Using ANSYS CFX, Eulerian-Eulerian mul-
tiphase model was utilized to model the domain
of the liquid and gas phases. The results of the
simulation of the hydrodynamics analysis of the
ACCORDION PBR system showed that the air bub-
bles do not penetrate in some areas, hence, having
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Fig. 6. Air superficial profile of ACCORDION PBR system.

dead zones in the photobioreactor and does not have
proper mixing with nutrition. However, to improve
the design of the PBR system, different design of
PBR must be investigated and its bubble coalescence
must be considered in designing. In designing PBR
systems, solar penetration in the system must be
considered. Moreover, monitoring the bubble hold up
using Computational fluid dynamics with experimen-
tal method can aid the design of the photobioreactor.
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HSV Histogram Matching and Principal
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Abstract—Multiple face detection and recognition
system using HSV Histogram Matching and Principal
Component Analysis was successfully implemented in
this study. The system setup consists of a Canon VB-
C50i Network Camera that is used to capture the
face images in a white background, perform face
detection and recognition algorithms using Matlab
installed in a laptop that also doubles as a database.
The results show that HSV color space was successful
in detecting a skin color with a white background
resulting to a high precision and recall given that the
positions of faces were varied. However, there were
factors identified in this study that limited the systems
detection capability, which include lighting conditions
of the input image, the auto exposure feature of the
Canon VB-C50i network camera, and the limitation
of inverse cropping that was used for multiple face
detection. The detected face(s) went through Prin-
cipal Component Analysis. Euclidian distances were
acquired to serve as the basis for face recognition. The
system continued to loop until all the detected faces
were recognized displaying a detected face with its
corresponding profile. Recognition for multiple faces
showed a higher rate in frontal orientation and fair
rate on angled orientation of faces.

Index Terms—multiple face detection, multiple face
recognition, feature invariant approach, color space,
histogram matching, principal component analysis.
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I. INTRODUCTION

THE human face has a unique quality that is
distinct for every individual. It is an innate

capability in humans to identify people by merely
their faces. The recognition process used by the
human brain for identifying faces does not have a
concrete explanation. This prompted the conduct of
several researches to capture this characteristic in
humans. Consequently, human face perception has
been an active research area in content-based image
functionality [1], [2], [3], [4].

Face detection and recognition have been signif-
icant subjects in the field of computer vision and
image processing [5], [6], [7]. Face detection is the
initial step to face recognition in the context of pre-
processing by the way it deals with the location of
the presence of a face in a still image or a sequence
of images such as real-time videos. Likewise, face
recognition has evolved from the basic face detection
that has now proceeded to matching, verification, and
identification.

The face is now being incorporated as a security
measure to suit the needs of these systems. Further
advances, specifically multiple face detection and
recognition, have made it closer to that of a real
human brain. This was implemented by capturing
an image with faces to be detected, matched, and
verified, then further recognizing the identity of
the detected faces within the image through several
different techniques.

One commonly used face detection technique is
Histogram Matching [8]. This process garners a
far more compact outline of the data within the
image when joint probabilities of three certain color

Copyright © 2016 by De La Salle University
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space intensities are captured. Matching the input
image histograms to that of the histogram of a given
reference image makes it suited for face detection.
Skin color is the commonly used information for
face detection in color images [9], [10], [11]. The
usage of skin color as a detection cue for face
detection holds several advantages including the fact
that human skin has a characteristic color easily
recognized by humans, and processing facial skin
color is much faster than processing any other facial
features.

In 2006, histogram matching was used for pre-
cise motion and face detection. Face candidate was
detected by analyzing the differences between two
images, the reference image and the input image,
using the Similarity Equation. Although the presence
of erroneous detection was minimal, the histogram
matching process using RGB histogram proved in-
efficient to be used in this study for it had many
limitations and contained less information [12].

RGB is not very efficient when dealing with real
color images. TSL model is considered to be the
best color space for human eye perception. But
the transformation of RGB to TSL is very time
consuming. Mahesh Goyani et al., in their study,
transformed RGB color space to HSV color space,
identical to TSL [13]. They had cited the advantages
of HSV color space over the mentioned color spaces.
HSV color space is very close to human visual
perception showing significant discrimination of skin
color regions and takes less time for transformation
compared to TSL.

On the other hand, Principal Component Analysis
(PCA) has become a classical and statistical tech-
nique widely used to reduce the large dimensionality
of the data space to lower dimensions for analysis
that has made it an essential tool for data that need
minute details for comparison such as face recogni-
tion [14]. Both studies in [15] and [16] exploited the
use of PCA for face recognition [15] and automatic
single face detection and tracking [16]. Their study
had proved the accuracy and efficiency of PCA in
recognizing faces one at a time. They recommended
recognition of two or multiple faces at the same time.
This motivated the authors to expand the study to
include multiple face detection and recognition of
up to four faces in a frame.

II. EXPERIMENTAL SETUP AND METHODOLOGY

The goal of the whole system was to implement an
algorithm for multiple face detection and recognition
using MATLAB software. The system comprised
of the database, white board background, Canon
network camera, and a laptop. The input image
with the white background was captured through the
Canon VB-C50i Network Camera and was further
processed by the computer to detect and recognize
the faces in the input image as illustrated in Fig. 1.

Fig. 1. Multiple face detection and recognition system setup.

HSV histogram matching technique was used
to perform multiple face detection while Principal
Component Analysis Technique was used to perform
multiple face recognition. The output of the whole
system was a display of the cropped images with
their corresponding information as seen in Fig. 2.

Fig. 2. Multiple face detection and recognition system output.
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The database is comprised of face image used as
references for multiple face detection. The training
database is composed of several training sets of
images for each individual person of various angles,
and personal profiles for each subject used in multi-
ple face recognition. The database was created using
MATLAB.

The system has two main stages, namely multiple
face detection and multiple face recognition. First,
the number of faces to be detected within the input
image was set. The system acquired an input image
of 384x288 pixels and was compared to the reference
image using similarity equation, through a slid-
ing window technique. The first detected face was
cropped from the input image and inverse cropping
was done to the input image. The resulting inversed
cropped image became the input of the system
for the 2nd face detection and so on. The system
repeated the same process until all faces within the
input image was detected. The cropped detected
faces became the input images for multiple face
recognition. PCA was applied to the detected faces
and was compared to the train database to match
and recognize the detected faces. Each recognized
faces together with its corresponding profiles were
displayed by the system.

A. Multiple Face Detection

A reference image was acquired and divided into
3x3 sub-regions. The RGB color space of the refer-
ence image was converted into HSV color space. An
HSV histogram for every sub-region of the reference
image was introduced. Each region was composed of
three histograms namely hue, saturation, and value.
An input image was obtained from the camera which
was divided into 16 columns and 12 rows for the
purpose of manipulating the coordinates. The num-
ber of faces to be detected within the input image
was set. The color histogram for each 3x3 region
was acquired and converted from RGB to HSV and
compared to the reference image using the similarity
equation:

SHM (x, y) =

1

3D

D∑
j=1

∑
c∈(H,S,V)

L∑
i=1

(Hcj(i)−Mcj(x, y))
(1)

According to equation (1), for every column, D
is the difference between the intensity level, L for
every element of hue, saturation, and value, c in
each sub-region of the reference image, H and the
input image, M . The sub-region also indicated the
coordinates, x, y in the system. The sub-region with
the least value indicated the detected face with its
coordinates. Using the sliding window technique, the
reference image was compared to each 3x3 region of
the input image and continued to scan the rest of the
frame from left to right. This is illustrated in Fig. 3.

Fig. 3. Reference image scanning for maximum similarity.

The coordinates of the 3x3 region with maximum
similarity determined the detected faces of the input
image and was cropped. Given the distance between
the subjects and the network camera, 3x3 cropping
was used to make sure that the whole face was
cropped and avoid cutbacks in face detection.

Inverse cropping was then employed for the de-
tected face and the resulting inverse cropped image
served as the new input image for the second face
detection as shown in Fig. 4.

The process was repeated until the detected im-
ages reached the limit, N set by the proponents.
Simultaneously, the cropped detected faces were
saved automatically and were later recalled in the
recognition part of the system and this completed
the process for multiple face detection (see Fig. 5).

B. Multiple Face Recognition

For multiple face recognition, train database of
varying face images was created in order to de-
fine the unique features of the detected face. This
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Fig. 4. Inverse cropping of the input image.

Fig. 5. The detected cropped faces.

database became the basis in acquiring the average
face vector, eigenvalues, and Euclidean distances that
was used in the process of image matching and
recognition (see Fig. 6).

Fig. 6. Train database for face matching and recognition.

Equation (2) was used to obtain the mean image,
Ψ of the train database where Γi is the image vector
of the database and M is the number of image vector.

Ψ =
1

M

M∑
i=1

Γi (2)

The deviation of each image from the mean image
in the database was calculated using the processed

face vector, Φi of equation (3):

Φi = Γi −Ψ (3)

The output was used to obtain the covariance
matrix of the training images using the covariance
matrix, C of equation (4) where Φi is the processed
face vector, and ΦT

i is the transposed processed face
vector.

C =
1

M

M∑
i=1

ΦiΦ
T
i = ATA (N2 ×N2 matrix) (4)

Values that were obtained in the covariance ma-
trix, eigenvector of ATA, vi, and eigenvalues, µi
were computed using the eigenvector equation in (5).
The largest eigenvalues were sorted to get the most
excellent approximations of the face projected into
eigenspace.

ATAvi = µivi (5)

Eigenvectors of covariance matrix (eigenfaces)
were obtained from the centered image vectors. All
the centered images were projected to eigenspace, Φ̂
by multiplying it to the eigenfaces basis. Getting the
projected vector of each face was done by using the
eigenspace equation (6) and with the corresponding
feature vector. And Φ is the processed face vector of
the new/unknown image.

Φ̂ =

K∑
i=1

wivi (wi = vTi Φ) (6)

Principal Component Analysis (PCA) features
from test image were extracted after projecting all
the centered images into eigenspace. The Euclidean
distances, ed between the projected centered image
and the projected test image was calculated using (7).
The test image should be in the minimum Euclidean
distance with its corresponding image in the training
database.

ed = ‖Φ− Φ̂‖ (7)

The minimum Euclidean distance served as the
basis for recognizing the input image for it is sup-
posed to have minimum Euclidean distances with its
corresponding image in the training database.
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If the ed was less than 6.7080e+13 an image
was recognized with a corresponding match When
potential matches were found from the reference
images stored in the database, the system stored the
image together with their respective profiles. The
process continues to repeat itself for the remaining
faces detected until all of the detected faces were
processed. When all faces were recognized, the
system had identified the images by displaying the
cropped face image from the multiple face detection
process together with its corresponding profile about
the individual as stored in the database.

III. RESULTS AND DISCUSSION

A. Sampling Technique for Multiple Face Detection

There were two reference images used for multiple
face detection. One reference image constitutes a
darker reference image (Figure 7) while the other
comprised of brighter reference image (Figure 8).

Fig. 7. Ref1 HSV Conversion.

Fig. 8. Ref2 HSV Conversion.

An input image with four faces was captured
and the conversion from RGB to HSV model was
established as shown in Figure 9.

From Figure 9, it was noticeable what color con-
stitutes the faces in HSV model. It appeared that
the blue-green color served as the faces which were

Fig. 9. Conversion of RGB to HSV color space of the input
image.

distinct from any other color in the image. Thus,
when compared to the two reference images, the
location of the maximum similarity was in the region
where faces were located. Other blue-green color
was characterized by the hands with slight similarity
to the reference image.

For testing the detection of multiple faces, the
input image was compared to the two reference
images.

For each reference image, series of tests for one
face, two faces, up to four faces detection were
conducted under different lighting conditions. The
different lighting conditions that were taken into
account for the system were classified as controlled
lighting, room lighting, and ambient lighting. For
controlled lighting, the lighting condition for the
set-up was room light then controlled using four
CFL bulbs placed in front of the subjects for further
illumination purposes. The blinds were closed thus;
the setting was not affected by the external light.
Room lighting only required light from the inside of
the room or normal room lighting. In this condition,
the blinds attached to the windows were closed, thus
the system was not affected by the light coming from
the outside.

In the case of ambient lighting, it required light
from the outside. Blinds attached to the windows
were opened to allow light to pass into the room.
Aside from the different lighting conditions, the
subjects were also tested at different positions for
two faces, three faces, and four faces as to test
whether the system was able to detect the faces at
different areas within the frame of the camera. These
were shown in figures 10, 11, and 12.

The efficiency for the multiple face detection was
determined by the precision and recall equation used
in [13]. Precision is a percentage expressed as the
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Fig. 10. Two faces in varied positions.

Fig. 11. Three faces in varied positions.

Fig. 12. Four faces in varied positions.

number of relevant data, A to the total number of
relevant data and irrelevant data, B. Equation (8)
was used to calculate the precision.

PRECISION =
A

A+B
× 100% (8)

While recall is a ratio of the number of relevant
data to the number of relevant data and relevant data
not retrieved, C.

RECALL =
A

A+ C
× 100% (9)

B. Multiple Face Detection Testing

For each reference image, 100 samples were
obtained from each of the inputs with two faces,
three faces, and four faces. The number of correct
face detection constitute all faces that were properly
cropped and without any cutbacks. Detection of
hands and only portions of a face comprised the
number of incorrect detection. Moreover, detection
of white background and parts of the clothing consist
of the number of no face detection as shown in
Figures 13, 14, and 15.

For each reference image, 100 samples were ob-
tained from each of the single face, two faces, three
faces, and four faces. The process was repeated
for the three lighting conditions to make it a 1200

Fig. 13. Correct face detection.

Fig. 14. Incorrect face detection.

Fig. 15. No face detection.

samples resulting to a total of 2400 for the two
reference images.

For single face detection, reference image 2
showed better results in terms of precision than refer-
ence 1 at all lighting conditions and performed better
in recall for the ambient and controlled lighting
condition. Reference 1 had higher recall in normal
lighting condition.

In two face detection, reference image 2 had
better precision for controlled and ambient lighting
condition but performed less in normal room light-
ing. Reference 1 had higher recall for controlled
and room lighting condition but lesser in ambient
lighting.

In three face detection, reference image 2 showed
better results in terms of precision for all lighting
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TABLE I
SINGLE FACE DETECTION PRECISION AND RECALL

Single Face Input
Controlled Lighting

Reference
Image Used

No. of Correct Face
Detection

No. of Incorrect Face
Detection

No. of No Face
Detection

Precision
(%)

Recall
(%)

ref1 92 3 5 96.84 94.85
ref2 97 2 1 97.98 98.98

Normal Room Lighting
ref1 88 12 0 88.00 100.00
ref2 93 2 5 97.89 94.90

Ambient Lighting
ref1 79 19 2 80.61 97.53
ref2 94 6 0 94.00 100.00

TABLE II
TWO FACE DETECTION PRECISION AND RECALL

Two Face Input
Controlled Lighting

Reference
Image Used

No. of Correct Face
Detection

No. of Incorrect Face
Detection

No. of No Face
Detection

Precision
(%)

Recall
(%)

ref1 92 7 1 92.92 98.92
ref2 91 7 2 92.86 97.85

Normal Room Lighting
ref1 92 7 1 93.88 98.92
ref2 89 9 2 90.82 97.80

Ambient Lighting
ref1 66 12 22 84.62 75.00
ref2 94 1 4 98.95 95.92

conditions and had higher recall for controlled and
ambient lighting condition. Reference 1 showed bet-
ter result in terms of recall under room lighting
condition.

For four face detection, reference 2 had the higher
precision for all lighting conditions and had better
recall for controlled and ambient lighting unlike
reference 1, the performance was better in terms of
recall for room light condition.

C. Multiple Face Recognition

The database for matching and recognition was
composed of training sets; Set 1 was consisted of
images 1 to 8, Set 2 consisted of 9 to 16, Set 3
consisted of 17 to 24, and Set 4 consisted of 25 to
32 as shown in Figure 16.

D. Multiple Face Detection Testing

One hundred samples were acquired for one, two,
three, and four faces recognition. For one face,

Fig. 16. Training sets: set 1, set 2, set 3, and set 4 (respectively
per row).

two faces, and four faces recognition, 52 frontal
orientation of the face and 48 angled orientations,
varying from 45°to 90°, of the face were taken. For
three face recognition, 66 frontal orientations were
obtained and 34 angled shots were taken.

The maximum Euclidean distance as a threshold
for failed recognition was set to 6.7080e+13. This
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TABLE III
THREE FACE DETECTION PRECISION AND RECALL

Three Face Input
Controlled Lighting

Reference
Image Used

No. of Correct Face
Detection

No. of Incorrect Face
Detection

No. of No Face
Detection

Precision
(%)

Recall
(%)

ref1 48 43 9 52.75 84.21
ref2 93 7 0 93.00 100.00

Normal Room Lighting
ref1 57 35 8 61.96 87.69
ref2 75 22 3 77.32 96.15

Ambient Lighting
ref1 74 21 5 77.89 93.67
ref2 92 5 3 94.85 96.84

TABLE IV
FOUR FACE DETECTION PRECISION AND RECALL

Four Face Input
Controlled Lighting

Reference
Image Used

No. of Correct Face
Detection

No. of Incorrect Face
Detection

No. of No Face
Detection

Precision
(%)

Recall
(%)

ref1 47 38 15 55.29 75.81
ref2 94 1 5 98.95 94.95

Normal Room Lighting
ref1 74 10 16 88.10 82.22
ref2 66 7 27 90.41 70.97

Ambient Lighting
ref1 68 28 4 70.83 94.44
ref2 80 18 2 81.63 97.56

was done by a series of tests which gave a recog-
nition output of no match found given a no face
input. Out of all the results, the minimum Euclidean
distance was chosen as the threshold fail recogni-
tion. Any Euclidean distance between the projected
detected/test image that go beyond the set maximum
Euclidean distance was automatically considered as
failed recognition.

The output of the testing was categorized as cor-
rect, incorrect, and failed recognition.

Correct recognition happened when the detected
face was matched to its corresponding image in the
database and displayed its corresponding profile as
shown in Figure 18. It also included the display of
a no match found if the detected/test image did not
have any training set in the database.

The Euclidean distance between the detected im-
age and the projected feature vector of its corre-
sponding image in the database was at its minimum
as shown in Table V.

Incorrect recognition occurred when the detect-

Fig. 17. Detected/test images.

TABLE V
EUCLIDEAN DISTANCES FOR CORRECT RECOGNITION

Training Set Test Image Euclidean Distance
1 A 5.7582e+13
2 A 1.0224e+14
3 A 5.4189e+13
4 A 1.8094e+14

ed/test image was matched to the wrong image in
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Fig. 18. Display of correct recognition.

TABLE VI
EUCLIDEAN DISTANCES FOR INCORRECT RECOGNITION

Training Set Test Image Euclidean Distance
1 B 1.0939e+14
2 B 4.9674e+13
3 B 6.1631e+13
4 B 1.5847e+14

TABLE VII
EUCLIDEAN DISTANCES FOR FAILED RECOGNITION

Training Set Test Image Euclidean Distance
1 C 2.8379e+14
2 C 1.1180e+14
3 C 1.0817e+14
4 C 1.3958e+14

the database. Refer to Figure 19.
The Euclidean distance between the detected im-

age and the projected feature vector of the wrong
match image in the database was at its minimum as
indicated in Table VI.

Failed recognition occurred when the detected/test
image was not matched or was not recognized by
the system and displayed a no matched found even if
detected/test image had a training set in the database
as shown in Figure 20. It also included a display of a
match image in the database even if the detected/test
image was incorrect.

For the detected/test image C, the minimum Eu-
clidean distance exceeded the set threshold which

Fig. 19. Display of incorrect recognition.

Fig. 20. Display of failed recognition.

was 6.7080e+13, thus it displayed “No Match
Found”.

The efficiency of multiple face recognition was
determined by the precision and recall equation.

The tables showed the precision and recall of
face recognition for different number of detected/test
images varies from one- to four-face recognition.
Frontal face orientation obtained a better precision
compared to that of the angled face orientation.
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TABLE VIII
PRECISION AND RECALL FOR SINGLE FACE RECOGNITION

Single Face Input
Ref. 2 Correct Recognition Incorrect Recognition Failed Recognition Precision (%) Recall (%)
Frontal 36 16 0 69.23 100
Angled 18 30 0 37.50 100

TABLE IX
PRECISION AND RECALL FOR TWO FACE RECOGNITION

Two Face Input
Ref. 2 Correct Recognition Incorrect Recognition Failed Recognition Precision (%) Recall (%)
Frontal 28 24 2 52.00 92.86
Angled 18 27 3 40.00 85.71

TABLE X
PRECISION AND RECALL FOR THREE FACE RECOGNITION

Three Face Input
Ref. 2 Correct Recognition Incorrect Recognition Failed Recognition Precision (%) Recall (%)
Frontal 35 25 6 58.33 85.37
Angled 13 17 4 43.33 76.47

TABLE XI
PRECISION AND RECALL FOR FOUR FACE RECOGNITION

Four Face Input
Ref. 2 Correct Recognition Incorrect Recognition Failed Recognition Precision (%) Recall (%)
Frontal 19 23 10 45.23 65.52
Angled 15 22 11 40.54 57.69

IV. CONCLUSION

Multiple face detection and recognition using
HSV Histogram Matching and Principal Component
Analysis (PCA) technique was successfully imple-
mented in this study.

HSV color space that was used for histogram
matching for face detection showed a high precision
and recall given that the position of faces were var-
ied. In addition, changing reference image depending
on the different lighting conditions increased the pre-
cision of the detection algorithm. The results showed
that HSV color space was successful in detecting a
skin color with a white background. However, there
were factors identified in this study that limited the
systems detection capability. These include lighting
conditions of the input image, the auto exposure
feature of the Canon VB-C50i network camera, and
the limitation of inverse cropping that was used for
multiple face detection.

Obtaining precise value for average face vector,
eigenvalues, and Euclidean distances for recognition
was improved when different angle variations in
the training sets were provided. Moreover, setting
the threshold for maximum Euclidean distance to
6.7080e+13 lessened the reconstruction error of the
detected face and training set that was projected
in face space for comparison, thus improving the
precision in face recognition. Frontal orientation
of face showed higher success rate in recognition
than angled orientation. Therefore, PCA recognition
can be used for recognition with different face
orientations at a cost of low precision provided
that sufficient images were stored in the database.
However, there were factors that limit the accuracy
of the recognition. These were the face position of
the detected image, face orientations that were not
included in the training set, unwanted objects that
were included in cropped detected face, and lighting
conditions.
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The system is currently being tested with complex
background. Initial results show the need for more
robust multiple face detection technique as the use
of histogram matching with inverse cropping shows
problems with faces located near the edge of the
image. There is also a need to increase the training
sets in the database to improve the capability of
PCA to recognize faces. The use of a high definition
camera that can provide high quality images as input
to the detection system and training sets for the
database recognition system is also being considered
to increase the accuracy of face recognition.
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