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Abstract—Herbal plants have significant role in the field of 

medicine to cure some known diseases.  Presently, the 

herbal plant identification is performed manually by an 

expert or person with enough knowledge regarding the 

plant. Sometimes, manual identification is prone to human 

error, resulting to incorrect usage of herbal plants. In this 

study, a machine vison-based herbal plant identification 

was implemented. An improvised image capturing system 

with 16 megapixels resolution camera was used with the 

aid of MATLAB installed in laptop to gather real images 

of twelve herbal plants. An intelligent system was 

developed by utilizing image processing, feature 

extraction, and machine learning (ML) algorithms using 

Python. The classification accuracy was used to select the 

best model. Moreover, F1 score metric was used to 

compare the performances of the default and optimized 

models in identifying all the herbal classes. Based on the 

results, SVM model showed the best performance in 

classifying the herbal plants with accuracy score of 94.50% 

and 93.30% for the optimized training and testing 

performances.  

 

Keywords— philippine herbal plants, machine learning, 

image processing, leaf classification  

I. INTRODUCTION 

Treatment using herbal plants is considered effective, 

safe, and inexpensive. Herbal plants are abundant 

everywhere, but people cannot maximize its usage since 

it is hard to identify the name of each species. In 

Philippines, there are 13,500 plant species, from which, 

around 1,500 are medicinal plants and more than 3,500  

 

 

 

 

 
Robert G. De Luna, Department of Electronics 

Engineering, De La Salle Lipa, Philippines (email: 

robert.deluna@dlsl.edu.ph) 

Marife A. Rosales, Department of Electronics 

Engineering, De La Salle Lipa, Philippines (email: 

marife.rosales@dlsl.edu.ph) 

Elmer P. Dadios, Department of Manufacturing 

Engineering and Management, De La Salle University, 

Philippines (email: elmer.dadios@dlsu.edu.ph) 

 

 

 

species are considered indigenous [1]. Among the 

registered medicinal plants, only 120 (12.5%) species 

are scientifically validated to use safely and effectively 

[1]. Presently, the herbal plant identification is 

performed manually by an expert [2] but the procedure 

is prone to human error, slow and time-consuming [3]. 

Some researchers used leaf, shape, texture, and flower to 

identify the herbal plants to optimize their applications 

and utilization.  Development of a robust system capable 

of identifying herbal plant species, exploring their 

therapeutic applications and proper utilization is still a 

challenge [2] [3].  

Machine-vision system is one of the promising 

technologies to develop a smart herbal plant 

identification system. It will alleviate and modernize the 

manual method which is inaccurate and slow. The 

objective of the study is to design and develop a robust 

and machine-vision based system to correctly identify 

the herbal plants.  The system is composed of a 

capturing box for image acquisition, where MATLAB 

was used to perform the image processing and feature 

extraction. Sci-kit learn libraries using Python integrated 

development environment (IDE) was used to develop 

and to train the models using ML algorithms for 

classification such as support vector machine (SVM), 

Logistic Regression (LR) and K-Nearest Neighbor 

(KNN). These three models are the most common 

machine learning models used in classification task. 

 

II. REVIEW OF RELATED WORKS 

Researches on identifying herbal plants are done with 

different approaches. Some proponents used shape 

features [4], color feature and texture features [5] with 

application of artificial intelligence and machine 

learning. Leaf identification is one of common methods 

to identify the plant type but there should be a robust, 

accurate and efficient system to perform the tasks 

[2][6][7][8][9][10][11][12][13]. Gugol et al [13] on the 

other hand, used flower species utilizing color, texture 

and shape to identify medicinal plant using deep 

learning approach by means of convolutional neural 

networks (CNN). A novel fuzzy local binary pattern 

(LBP) model was used and developed to extract the 

texture features of herbal pants for effective herbal 

identification [14][15]. 
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Image processing [16] is a method where different 

processes are performed in the images in order to 

enhance its quality and to extract some features for 

evaluation to get the desired result. Different image 

processing techniques were done to enhance the leaf 

images of plants for easier identification. Features of 

leaf can be classified as shape-based such as aspect 

ratio, area, and rectangularity; color-based such as 

standard deviation and mean; and venation. Singh and 

Bhamrah [17] used leaf characteristics such as solidity, 

major and minor axes, perimeter, area, aspect ratio and 

eccentricity. Fataniya et al. [3] used microscopic images 

and classify plants using the characteristic features. The 

features used in the study are ratio, major and minor 

axes length and area. After the feature extraction, the 

microscopic images of herbal plant were analyzed 

correctly using K-means data mining algorithm. A 

digital camera of 15 megapixels was used to capture the 

images of different leaves [8]. Significant features of 

leaf were identified in [18] such as shape, leaf margins, 

color and texture [19], and vein structure [20]. Feature 

selection was done to reduce redundant data to improve 

the learning rate and the training time [18]. Gopal et al 

[21] has successfully designed a system and used image 

processing, feature extraction, pattern recognition and 

classification to identify the medicinal plant leaf. The 

developed system has an accuracy of 92%.  

The study of Sabu et all [11] used the Speed Up 

Robust Feature (SURF) [22]  and Histogram of Oriented 

Gradients (HoG)  to extract scale invariant features of 

plant leaf. After feature extraction, K-NN classifier was 

used which provided nearly 100% classification 

accuracy [11]. Near-infrared spectroscopy (NIR) spectra 

with principal component analysis (PCA) [8] was used 

also to classify correctly the different medicinal plant 

varieties via leaf [23]. 

Other method to perform the feature extraction is 

using the wrapper based genetic algorithm (GA) as 

presented in the study of Sainin & Alfred [20]. In this 

study, the identification and classification of medicinal 

plant via leaf shape using Direct Ensemble Classifier for 

imbalanced multiclass learning (DECIML) was used but 

the classification result was low due to small dataset. 

Gray-level co-occurrence matrix (GLCM) and back 

propagation multi-layer perceptron (BP-MLP) were 

utilized for feature extraction and plant classification in 

[24] but the study did not perform feature selection and 

optimization to further improve the classification rate. 

Moreover, the artificial neural network (ANN) was used 

for herbal plant leaf identification using shape feature 

with accuracy equal to  98.8% [17] while support vector 

machine (SVM) classifier was used in [25] but the 

trained model encountered some misclassification due to 

not normalized features. Other study utilized also the 

SVM classifier like in the study of Poudel et al [26] with 

good classification accuracy of 90%. Furthermore, 

SVM, Random Decision Forest, and ANN were used 

and compared in the study [27][28] to identify plant 

diseases via leaf which showed that Random Forest 

achieved has the highest F1-score. Additionally, 

Rahmani et al [29] used different supervised ML 

algorithms such as Decision Tree (DT), Naive Bayes, K-

nearest neighbor (KNN) and ANN to classify plant 

leaves which gave best performance result for ANN 

[30]. Other works used and implemented a plant leaf 

identification using pre-trained model like VGG16 [31].   

Previous studies used different approaches to identify 

herbal plants such image processing, feature extraction, 

and artificial intelligence. However, the development of 

a machine vision-based system with optimized models 

to further improve the learning performance and 

processing time was not implemented. In this study, the 

proponents developed a smart machine vision-based 

system to capture the images of herbal leaf and to 

classify it correctly and efficiently. The features of leaf 

such as aspect ratio [17], circularity[32], convexity[32], 

solidity [17], and rectangularity[16] were extracted to 

generate the needed dataset which will be fed to the 

machine learning algorithms. Comparison of learning 

performances using default and optimized features and 

parameters was performed to choose the best machine 

learning model. 

III. METHODOLOGY 

 

A. Dataset Description 

The study is limited only to twelve herbal plants such 

as balbas-pusa, ampalaya, akapulko, malunggay, 

sambong, lagundi, tsaang-gubat, niyog-niyogan, 

oregano, bayabas, yerba Buena, and ulasimang-bato 

included in the approved list of the Department of 

Health (DOH) for medical applications. Fig. 1 shows the 

herbal plants sample images included in the study. 

Images are acquired using laptop with MATLAB 

software connected in an improvised capturing box, 

built with 16 MP A4Tech web-camera having a 

resolution of 16 megapixels. The camera is mounted in 

the capturing box with 37 cm distance from the leaf 

samples placed on a white background. A total of 600 

images were collected from an equal distribution of 50 

images per herbal plant.  

Gathered images are subjected to several image 

processing steps to generate physical features of the leaf 

which will be used for the creation of machine learning 

models. 
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Fig 1. Leaf Images of the Herbal Plant  

 

 

B. Proposed Work 

Shown in Fig. 2 is the overview of the proposed work 

with the following stages; image acquisition, image 

processing, extraction of geometric features, machine 

learning modelling, and evaluation. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2. Overview of the Proposed Work 

 

After gathering the 600 images, several image 

processing techniques were applied. The subject in the 

image is highlighted by removing the background. Its 

red-green-blue (RGB) component is converted to 

grayscale value before the process of thresholding which 

provided an image in black and white form. This binary 

image is then transformed to convex hull image to 

define edges of the subject where geometric features 

will be extracted. 

Once the pre-conditioning of images was done, 

geometrical feature extraction followed the process. 

Primary features were extracted first that include area, 

width, length, and perimeter. Using the formula from the 

study of [22], secondary features like circularity, aspect 

ratio, rectangularity, convexity, and solidity, were 

computed. The generated values served as the dataset 

that were tabulated in a comma-separated value (csv) 

file format with 600 samples (rows) and 6 features 

(columns) including the “Herbal” class column. 

After image processing and feature extraction, next 

step is the development of intelligent models using 

SVM, LR, and KNN algorithms. Models were created 

using the default parameters and then optimization was 

done for the improvement of the learning performances. 

The classification accuracy and F1-score metrics were 

used to evaluate and to choose the best model to be 

deployed.  To make comparative analysis between 

models, the F1-score of each herbal class are also been 

tabulated. This provided a conclusion of what is the best 

machine learning model to be used in the identification 

of herbal plants and what herbal plants are difficult to 

recognized by the three models. 

 

C. Development of the Intelligent Models 

The proponents adapted three commonly used 

supervised ML algorithms such as SVM, LR, and KNN. 

SVM is one of the popular algorithms used for 

classification or regression that performs data 

transformation using kernel trick. After transformation, 

it finds optimal boundary or hyperplane to classify the 

data points. Another known supervised machine 

learning algorithm is KNN which is a model that 

classifies data points based on the points that are most 

similar to it. KNN is easy to use with efficient 

calculation time but mostly the accuracy depends on the 

quality of data. Moreover, like linear regression, logistic 

regression (LR) finds an equation that predicts the 

outcome. However, unlike linear regression, the 

response variable of logistic regression can be 

categorical or continuous and can be used to predict the 

probability of a certain class. 

Python was utilized in this study to develop the 

intelligent models. The dataset was divided into 80% 

reserved for training set and 20% reserved for testing 

set. The training set is used to build the models while 

the test or validation set is used to validate the built 

models. To select the best ML model, classification 

accuracy was used as the performance metrics. On the 

other hand, to evaluate the model performance to 

correctly identify all the herbal plant classes, F1-score 

performance metric was used. 

IV. RESULTS AND DISCUSSIONS 

 

A. Dataset Generation for Machine Learning 

Needed samples are captured with the aid of 

MATLAB installed in a laptop using the improvised 
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Process GUI Result 
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RGB to Grayscale Image 

Conversion 

 

Thresholding 

 

Binary to Convex Hull Image 

Conversion 

 

Geometrical Feature Extraction 

 

 

image capturing system with 16 megapixels resolution 

web-camera. The effect of varying illumination is 

lessened due to the controlled lighting inside the 

capturing box. The image processing toolbox of 

MATLAB was utilized in the preparation of images. 

Table 1 tabulated the sample results of every stages.  

 

TABLE 1 

SAMPLE RESULTS OF THE IMAGE PROCESSING AND 

FEATURE EXTRACTION 
 

The processes are repeated for all the 600 images 

gathered. The extracted features are consolidated and 

saved in tabulated form as csv file. It contains 600 rows 

(samples) and 6 columns (features and class).  

Table 2 summarized the descriptive statistics of the 

said dataset.  As shown in the tabulated data, all features 

have complete number of sample count. Feature scaling 

using standardization was performed to assure that all 

feature will contribute during training. The 25%, 50%, 

and 75% only indicate the first, second, and third 

quartile respectively, reflecting boundaries value for 

features in every quartile. 

 

TABLE 2 

DESCRIPTIVE STATISTICS OF THE DATASET OF 

SELECTED HERBAL PLANTS 
 

 

B. Model Performances for Herbal Plant Identification 

SVM, KNN and LR are the three classifiers used in 

the training to develop the intelligent models for herbal 

plant identification. The dataset splitting is 80% and 20% 

for training set and testing set wherein the large portion 

of the dataset distribution is used for training. To get 

reliable accuracy and avoid overfitting and high variance, 

hold-out validation and 10-fold stratified cross-validation 

were applied during training. Moreover, GridSearchCV 

was used to perform the model optimization to get the 

optimal values of the hyperparameters. Table 3 and 4 

summarized the accuracy and F1-score of all models 

using the default and optimized parameters. 

 

TABLE 3 

 F1-SCORE AND ACCURACY USING DEFAULT 

PARAMETERS  
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TABLE 4 

F1-SCORE AND ACCURACY USING OPTIMIZED PARAMETERS 
 

 
 

As shown in Table 3, using default parameters, KNN 

has better performance compared to LR & SVM. On the 

other hand, as shown in Table 4, after optimization, 

there’s an improvement in LR and SVM models as 

reflected having above 90 performances both in 

accuracy and F1-score. 

Fig. 3 shows the comparative analysis of the models 

in terms of accuracy using hold-out validation and 

cross-validation. As shown in figure, SVM provided a 

good learning both in training and testing as compared 

to LR and KNN. 

Fig 3. Training-Testing Validation Accuracy of the Three 

Optimized Models  

 

 

Table 5 shows the summarized F1-score 

performance of each herbal plants in the three optimized 

ML models. 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

TABLE 5 

 F1-SCORE PERFORMANCE OF ALL HERBAL PLANTS 

USING THE THREE OPTIMIZED MACHINE LEARNING 

MODELS 
 

 
 

Table 5 provided an insight of which among the 

herbal plants included in the study have difficulty for the 

models to classify. A   is placed in the table which 

indicate that the specific herbal plant attained an F1-

score of 90 percent and above, and X otherwise. 

 

For the three models, only the niyog-niyogan and the 

tsaang-gubat are the herbal plants with F1-score less 

than 90%. It means that these two plants have high 

degree of confusion due to their geometrical features. 

They are very similar to each other that is why they are 

interchangeably classified.  

 

V. CONCLUSIONS 

The researchers successfully developed a 

classification system for twelve herbal plants common 

in the country. These are balbas-pusa, ampalaya, 

akapulko, malunggay, sambong, lagundi, tsaang-gubat, 

niyog-niyogan, oregano, bayabas, yerba Buena, and 

ulasimang-bato. Image capturing box was developed 

with attached high-resolution camera and controlled 

lighting condition. MATLAB image processing toolbox 

was used in doing the image conditioning of the 600 

captured images of herbal plants. Geometrical features 

of the leaf like circularity, aspect ratio, solidity, 

convexity, and rectangularity are extracted to 

established good dataset. The performance of the three 

models were evaluated during training and testing phase 
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using the default and optimized parameters. SVM model 

registered the best performance in classifying the herbal 

plants with optimized training and testing accuracy 

equal to 94.50% and 93.30%, respectively. With a 

criterion of above 90% F1-score, all the three optimized 

models failed to classify the niyog-niyogan and the 

tsaang-gubat. This is due to their similar geometrical 

features that made the models confused during 

classification. 
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