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Abstract:  This study discusses the design and development of a Quick Response (QR)-
based flash card trainer with audio-visuo-tactile feedback for learning.  The prototype 
comprises a QR flashcard reader with audio feedback as the master module. It serves 
as a learning tool to mitigate the negative impact of digital addiction on children.  It 
also sends or transmits signals to two submodules that produce visuo-tactile 
information to help the visually impaired and sign language display for the hearing 
impaired, respectively. The visuo-tactile module has lighted tactile pins when 
activated. The unique feature of this visuo-tactile display is the lighting up of the 
activated pins to help the teachers of visually impaired students see the patterns 
immediately. Moreover, the module for the hearing impaired could display sign 
languages corresponding to the flashcard’s information. 
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1. INTRODUCTION 
 

“Digital drugs”, “digital heroin”, “electronic 
cocaine”, and “digital addiction” are some descriptions 
of the inappropriate or too much screen time of babies 
and children who are using digital media, such as cell 
phones, tablets, online games, harming children's 
ability to process sensations (Kardaras, 2016 and 
McLendon, 2024). 

Babies and children need to develop skills to 
effectively communicate their thoughts, emotions, and 
basic needs, and to adopt positive behaviors. Teaching 
children to develop these skills can be challenging 
especially when the children have not yet developed 
functioning vocal-verbal skills or have special needs. 
Learning tools can help babies and children in 
communication and behavior development while also 
providing support for the children’s parents and 
caretakers, who can use the tools to communicate 

with, understand, and care for the children under 
their care, thereby reducing frustration and stress for 
both the child and the caregivers.  

This study aims to mitigate or combat digital 
addiction by introducing a QR-based flashcard trainer 
with audio-visuo-tactile feedback. QR code is very 
popular in online payments. To the best of our 
knowledge, this is the first time to use a QR code in a 
flashcard trainer. The reprogrammable QR-based 
flash card reader can be used to teach a toddler how to 
recognize different letters, shapes, and numbers with 
audio feedback in the form of the voice of the mother 
or the caretaker. Because of its programmability, the 
module can be used to teach other age groups such as 
students who want to learn the different traffic signs, 
object identification and classifications, narrator, and 
review voice assistant. The audio recording or voice 
recording can be in the form of an MP3 or WAV 
format.  
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Moreover, the prototype in this study offers 
additional learning tools for visually impaired and 
hearing impaired individuals. The whole system 
prototype comprises a card reader configured to read 
a Quick Response (QR) code on a card. The card reader 
further decodes and processes information stored in 
the QR code and then transmits a signal 
corresponding to the decoded and processed 
information. The signal is received by at least one 
actuator, which then generates feedback based on 
feedback data corresponding to the information stored 
in the QR code. The feedback can be visual, tactile, 
auditory, or a combination of the foregoing. Visual 
feedback may be an image or a video. Tactile feedback 
may be conveyed through a pattern that can be 
discerned through touch. Auditory feedback can be a 
sound, such as a recording of a word, number, or 
statement being spoken. 

The reprogrammable QR-based flash card 
reader can be treated as the master module that can 
expanded to send signals to multiple tactile modules 
and multiple sign-language display modules within a 
classroom setting. 

Moreover, the visuo-tactile display is not 
restricted to a 2x3 matrix or Braille display but can be 
expanded to a 4x4 or higher resolution tactile display. 
The LED can also be multicolor or RGB-type where we 
can display an embossed image that can be touched. 
The unique feature of this tactile display is the 
lighting of the activated pins to help the teachers of 
the visually impaired to see the patterns immediately. 
This device could help not only the visually impaired, 
but also many teachers who are teaching the visually 
impaired students in their tactile learning sessions. 

Furthermore, the main module can also 
transmit a signal to a visual actuator or LCD module 
for the hearing impaired to see the sign language of 
the corresponding image on the flashcard inserted in 
the main module. The sign-language pictures can be 
in the form of JPG, PNG, GIF, or BMP. 

This paper is organized as follows: literature 
review in section 2, followed by the design and 
construction of the prototype in section 3, results and 
discussion in section 4, and conclusion in section 5. 

 
 

2. RELATED LITERATURE 
 

An example of a learning tool specially 
designed for children with special needs is the BecDot, 
an educational tool or toy that is used to introduce 
braille at an early age to children who have visual 
impairments, are blind, or have been diagnosed with 

conditions that will eventually cause blindness. The 
BecDot device includes a reader that detects when an 
object having a pre-programmed near-field 
communication (NFC) tag is placed on it. The BecDot 
device further includes four braille pads that react 
when an NFC-tagged object is detected. In particular, 
dots on the braille pads are raised in response to an 
object being detected. Depending on how a user 
programs the device, the braille pads could be 
configured to spell a word corresponding to the 
detected object or to provide other information. The 
individual dots on the BecDot braille pads are driven 
by an Arduino Uno. The BecDot also includes an 
internal speaker that can play sounds corresponding 
to the detected object. 

Other learning tools include the system for 
braille learning disclosed in US11514817B2, the 
braille learning machine taught in CN102881195, and 
the system of language learning in US11810475. 

US11514817B2 describes a completely 
digitized, smart, interactive, and connected system for 
braille learning that a user interfaces with through 
audio-tactile input and output modules. The input 
modules include a braille keyboard that helps a user 
learn how to type in braille, and a digitized version of 
a braille slate and stylus that helps a user learn how 
to write in braille without the need for paper. The 
output modules include a plurality of enlarged and 
regular braille display cells. The enlarged braille 
display cells help a beginner or early braille learner 
identify the braille dot patterns for different 
characters. The user then advances to reading on the 
regular braille display cells. The output modules help 
a user learn to read braille by developing tactile 
sensitivity in their fingertips. 

The braille learning machine taught in 
CN102881195 comprises a core control microprocessor 
that reads braille teaching materials and audio files 
stored in a system memory of the machine, a braille 
display module that displays braille patterns for a 
user’s tactile recognition, a random access memory 
(RAM) for operating a system program, a memory card 
interface for adding auxiliary data, a liquid crystal 
display for displaying a system running state and 
learning information, a pronunciation module that 
sounds out the character displayed on the braille 
display module, and a power supply. A user of the 
braille learning machine touches the braille pattern 
on the braille display module and at the same time 
hears from the pronunciation module the sound of the 
character being displayed. Through repeated exercise 
using this approach, the user’s braille learning is 
accelerated. 

In US11810475, a computerized system of 

https://patents.google.com/patent/US11514817B2/fr
https://patents.google.com/patent/CN102881195A/en?oq=CN102881195
https://patents.google.com/patent/US11810475B2/en?oq=US11810475
https://patents.google.com/patent/US11514817B2/en?oq=US11514817B2
https://patents.google.com/patent/CN102881195A/en?oq=CN102881195
https://patents.google.com/patent/US11810475B2/en?oq=US11810475
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teaching uses curriculum materials having printed 
symbols. The system comprises a computer, a camera, 
and a transceiver. The computer includes 
computerized memory and a processor executing 
imaging software and decoding software in the 
memory. The camera includes an image reader 
assembly configured to generate pixel data from 
encoded indicia on a respective curriculum material. 
The imaging software processes the pixel data to 
generate digital pixel data and stores the digital pixel 
data in the memory. The processor executes decoding 
software by receiving the digital pixel data from the 
memory and generates a data set from the encoded 
indicia. A transceiver is in bi-directional 
communication with the computer and a server on a 
network, and the server has access to augmented 
reality image data. The transceiver transmits the data 
set to the server over the network, and the server is 
configured to receive the data set and transmit it to 
the computer-selected augmented reality image data 
that corresponds to the data set. The computer uses 
the processor to show the augmented reality image 
data on a display. The system is designed particularly 
to employ augmented reality platforms to increase 
efficiencies when teaching students who are fully 
immersed in a new language at school. 

Some learning tools use flashcards, which are 
versatile teaching tools useful for teaching new words, 
pictures, or concepts to children, especially those with 
special needs. Additionally, because most children 
learn best visually, flashcards containing vibrant 
pictures are more likely to grab their attention. 
Flashcards can help children learn to start 
conversations and replace incorrect behaviors with 
more suitable ones. 

One example of a learning system that may be 
used with flash cards is the interactive system 
described in US20090286210, which is designed to 
provide many different learning experiences. One 
specific use relates to sign language learning and 
acquisition for deaf children. The interactive system 
comprises a body portion, an input receiver adapted to 
detect and recognize a code on an object 
representation, an output display adapted to visually 
represent interactive content associated with the 
object representation, and a microprocessor. In a 
preferred embodiment, the body portion may be in the 
form of a toy, such as a stuffed animal, that a user can 
bond with and take anywhere they go. It may also be 
a flat screen that can display an interactive video 
game or other medium. The object representation may 
be a flashcard or an array of reference points and may 
further comprise a radio frequency identification 
(RFID) tag or a barcode. The input receiver may 

further comprise an RFID reader or a barcode reader. 
The output display may be a screen and the 
interactive content may be a video, such as a video 
display of a sign language gesture. 
 
 
3. CONSTRUCTION OF THE 
PROTOTYPE 
 
3.1 System Overview 

The block diagram of the whole system, as 
shown in Fig. 1, comprises the wireless flashcard 
trainer with a QR code reader, an audio actuator or 
audio feedback through the speaker, and an HC-12 
transceiver module for wireless communications. 
Moreover, aside from audio feedback, the system has 
a visuo-tactile actuator and visual actuator. The 
different modules will be discussed in the following 
sections. 

 
Fig. 1. Block diagram of the whole system. 
 

https://patents.google.com/patent/US20090286210A1/en?oq=US20090286210
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Fig. 2. The 3D system structure. 
 
  
3.2. Wireless flashcard trainer with QR 
code reader and audio actuator 

This module can also be called a 
reprogrammable QR-based flash card reader module 
and has a memory unit that stores quick response 
(QR) codes corresponding to learning information and 
feedback data corresponding to the learning 
information. Audio files or voice recordings of parent 
or guardian in MP3 or WAV format are stored in the 
memory unit corresponding to the learning 
information on the flashcard. Voice recordings that 
sound familiar to the child using the device might help 
in the motivation and learning process. 

The flashcard reader is configured to read a 
QR code on a card. The card reader further comprises 
a processor and a transmitter. The processor is 
functionally coupled to the memory unit and is 
configured to decode the learning information 
corresponding to the QR code on the card. The 
transmitter is functionally coupled to the processor 
and is configured to transmit a signal corresponding 
to the decoded learning information. 

The module has a flash card holder on its top 
cover and a control panel on one side, while the power 
connector and on/off switch are on the other side. The 
control panel has an SD card slot where the SD card 
containing the different audio or voice recordings is 
inserted.  

Moreover, there are different buttons in the 
control panel for the volume up or down, equalizer, 
voice selection for male or female, and the set and 
reset functions. If the flash card holder is removed, the 
transparent plate will be visible. This clear plate will 
enable the QR code attached to the back of the 
flashcard to be read by the QR reader/scanner. When 
the top cover of the module is removed, the control 
board can be seen. The control board has a power 
connector, on/off switch, microcontroller, speaker, 
wireless module, QR code reader/scanner, MP3 player 
and control panel, and SD card reader. When a flash 
card is put on the cardholder, the QR code reader 
scans the QR code at the back of the flashcard and the 
microcontroller matches the code to the corresponding 
audio or voice stored in the SD card. An audible sound 
is produced through the speaker. Furthermore, a 
corresponding signal is also wirelessly transmitted to 
the tactile module to activate the corresponding tactile 
actuators and to the reprogrammable LCD module for 
sign language display. 
 
3.3 Visuo-tactile actuator 

The visuo-tactile actuator is a portable 
module that can communicate with the flash card 
reader module using a wireless module. This module 
has tactile pins arranged in rows and columns and is 
made from LEDs that light up and move up when 
activated. This visuo-tactile module gives tactile 
feedback by moving LEDs up and down and also 
visual feedback by lighting the activated LEDs. This 
module is made from small servos with a servo driver 
and LEDs on their arms that can be moved up or down 
and are controlled by a microcontroller similar to the 
“A Portable Braille Refreshable Display Using Micro 
Servos” of Muntasir Rahman, A. M., et al., (2018) but 
their tactile pins do not light up and the purpose of 
their device is only for the visually impaired. 

 On the other hand, the visuo-tactile module 
has a USB connector that can be connected to a USB 
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charger or USB power bank. It has also an on/off 
switch near the USB connector. It is configured to 
receive the transmitted signal and to generate tactile 
feedback based on the tactile feedback data 
corresponding to the learning information. In one 
embodiment, as shown in Fig. 2, the visuo-tactile 
actuator further comprises an array of tactile pins. 
Each tactile pin is independently switchable between 
deactivated and activated state. The tactile feedback 
data is a tactile pattern with certain tactile pins in an 
activated state and the remaining tactile pins are in a 
deactivated state. In one embodiment, the learning 
information comprises letters of the English alphabet 
and Arabic numerals, each QR code corresponds to one 
letter or one numeral, and the tactile pattern is a 
Braille pattern corresponding to the letter or the 
numeral, such that the activated tactile pins 
correspond to raised dots in a Braille pattern. In one 
embodiment, each tactile pin further comprises a light 
source configured to emit light when the tactile pin is 
in an activated state.  

This visuo-tactile module could help not only 
the visually impaired, but also the teachers who are 
teaching the visually impaired students in their 
tactile learning sessions. The device might help the 
teachers and students of the “SLU-Inclusive 
Education Resource Center.” 
 
3.4 Visual actuator (LCD module) 

The visual actuator is a reprogrammable LCD 
module. This module displays images or pictures for 
sign language corresponding to the flash card inserted 
in the QR flash card reader. This module has an LCD 
controlled by a microcontroller. An SD card containing 
different sign language pictures can be inserted into a 
slot of an SD card reader module. This module has a 
power button and a USB connector that can be 
connected to a USB charger or USB power bank. 

The visual actuator is configured to receive 
the transmitted signal and to generate visual feedback 
based on the visual feedback data corresponding to the 
learning information. In one embodiment, the visual 
actuator further comprises a screen configured to 
display the visual feedback data. The visual feedback 
data comprises an image stored as an image file. The 
image corresponds to the learning information 

associated with the QR code read by the card reader. 
In one embodiment, the information comprises letters 
of the English alphabet or Arabic numerals, each QR 
code corresponds to one letter or one numeral, and the 
image is of a sign language hand gesture 
corresponding to the letter or the numeral. 
 
 
4.  RESULTS AND DISCUSSION 
 
 The actual prototype of the wireless flashcard 
trainer with a QR code reader and audio actuator is 
shown in Fig. 3. The flashcard with the letter “A” is 
shown in Fig. 3a with a QR code at the back of the 
flashcard as shown in Fig. 3b. When the flashcard is 
inserted to the module, a pre-recorded voice 
enunciating the letter “A” can be heard through the 
speaker within the module.   
 
 

 

 
Fig. 3. Wireless flashcard trainer with QR code 
reader and audio actuator.  
 

https://www.facebook.com/profile.php?id=100086361667660
https://www.facebook.com/profile.php?id=100086361667660
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Fig. 4. Actuator modules: a) visuo-tactile actuator 
with no activated tactile pins, b) visuo-tactile actuator 
with one tactile pin activated showing the Braille 
pattern for letter “A”, c) and d) show another 
perspective of a) and b), e) default screen of the visual 
actuator or the LCD module, and f) American Sign 
Language of the letter “A” as shown in the LCD.  
 

The visuo-tactile module side-by-side with 
the QR-based flashcard reader is shown in Fig. 4.a) to 
Fig. 4.d). All 26 letters of the alphabet and numbers 0-
9 were tested. The test videos can be found in this link. 
When the tactile pins are not activated, the user can 
only feel the holes, as shown in Fig. 4.c). When a pin 
is activated, it can be felt by the user and can be seen 
by the teacher because the activated pin lights up, as 
shown in Fig. 4.d).  
 

 
 Fig. 4.e) and Fig. 4.f) show the welcome image 
and sign-language image of the letter “A” 
corresponding to the flashcard in Fig. 4.b), 
respectively. The LCD is a touch screen where the 
user or teacher can adjust the brightness and/or 
contrast. The display module has an SD card where 
the images are stored, a microcontroller, and a 
wireless receiver module to receive the signal from the 
master module or the QR-based flashcard reader. 
 
 
5.  CONCLUSION 

 
This study discussed the design and 

development of a system for learning for educational 
purposes that comprises a memory unit, a card reader, 
and one or more actuators, including a tactile actuator 
with lighted-tactile pins when activated, an audio 
actuator, and a visual actuator. A memory unit stores 
audio and image files corresponding to the decoded QR 
code information that further corresponds to feedback 
data comprising tactile feedback data, audio feedback 
data, and visual feedback data. The card reader 
further comprises a processor and a wireless 
transmitter and is configured to read a QR code on a 
card, decode the information of the QR code on the 
card, process the corresponding feedback data, and 
transmit a signal corresponding to the decoded 
information. Each of the actuators, tactile actuator, 
audio actuator, and visual actuator is configured to 
receive the transmitted signal and generate the 
corresponding feedback. The prototype offers a 
learning tool to mitigate the negative impact of digital 
addiction on children, as well as a visuo-tactile module 
for the visually impaired, and a display module for the 
hearing impaired. 
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