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Abstract:  High-quality annotated datasets are valuable resources in developing 

learning-based systems, and in objectively measuring their corresponding 

performance. However, data collection for dataset creation and annotation is tedious, 

especially when involving large datasets. In this paper, we describe the tools that have 

been used to expedite the creation of vehicle counts from vehicular traffic surveillance 

videos, image datasets of different car categories, and trajectory information of passing 

cars intended for training a vehicle detector of a vision-based traffic monitoring 

system. Software tools were developed specifically for the creation of the 

aforementioned datasets. 
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1. INTRODUCTION 

 
In the field of computer vision, object 

classifiers categorize a picture containing a single 

object according to pre-set categories while object 

detectors both localize and classify visually 

identifiable objects in images.  These systems are 

typically implemented using models trained on 

examples of pre-labeled images. Many 

implementations of object classifiers and detectors are 

based on supervised machine learning approaches 

that use traditional techniques, i.e. SVM, decision 

trees, regression, clustering, and more recently using 

neural networks and deep learning technologies (Liu 

et al., 2020).  

The performance of object detectors is 

dependent on the quantity and quality of training 

datasets. As shown in Table 1, datasets, particularly 

those used for benchmarking, are typically large and 

contain thousands to millions of images, depending on 

the application and object categories considered. 

Furthermore, the process of building datasets, from 

raw image collection to annotation, is also laborious 

and time-consuming, typically requiring several man-

hours because of the large video collections with 

several ground-truth labels covering many object 

categories in cluttered scenes. In ensuring the 

annotation quality,  image annotation behaviors and 

patterns also need to be considered in designing the 

annotation software’s user interface and in 

streamlining the corresponding annotation process 

(Chen, Wang, Xie & Lu, 2018). These issues 

underscore the need for annotation tools that are 

convenient-to-use and intuitive and make the 

annotation tasks quicker and more efficient through 

the automatic generation of initial annotations from 

detectors pre-trained from seed data.  

In this paper, we describe the annotation 

protocol and the annotation tools specially designed to 

produce labeled image frames extracted from 

vehicular traffic videos, intended for training a vehicle 

detector of a traffic monitoring system, from the 

vantage point of ordinary road-side traffic 



 

  

 

 

surveillance cameras (Cempron and Ilao, 2019). 

Section 2 describes the dataset and the features of the 

annotation tool relative to corresponding annotation 

tasks. Section 3 describes the adopted annotation 

protocol and samples of the resulting annotated 

dataset. Section 4 contains the Conclusions and 

Future Work. Due to space limitations, however, 

details of the implementation of the annotation tools 

will not be presented.  

 

Table 1. Select Image Datasets used for Object 

Recognition 

Name Remarks Size 

LabelMe 

(Russel, 

Torralba, 

Murphy & 

Freeman, 

2008)  

 

web-based 

tool for easy 

annotation 

and sharing 

187,240 images,  

62,197 

annotated 

images, and 

 658,992 labeled 

objects 

ImageNet 

(Deng et al., 

2009) 

Organized 

according to 

WordNet 

hierarchy, with 

each node 

depicting 

hundreds and 

thousands of 

images  

 

~14M images  

MS COCO 

(Ty et al., 

2014)  

 

contains 

images of 

common 

objects in 

everyday 

scenes 

330K images of 

which >200K 

are labeled, 80 

object 

categories, 1.5M 

object instances 

 

Google’s 

Open 

Images 

(Krasin et 

rich 

annotations, 

complex 

scenes with 

~9M images, 

>6000 object 

categories 

 

1 The dataset sizes vary depending on the year of the PASCAL VOC 

challenge. The reported size is from the last (2012) challenge. 

al., 2017) 

 

several 

objects per 

image 

PASCAL 

VOC 

(Everingham 

et al., 2015) 

image 

datasets were 

released as 

part of an 

annual 

competition 

and workshop 

held from 

2005 to 2012 

27,450 detection 

objects, 11,530 

images, 20 

different 

classes1 

 

 

2. METHODOLOGY 

 
There are three annotation tasks performed: 

Count annotation, Car image classification 

annotation, and Trajectory annotation. Each 

annotation task is discussed in the following sub-

sections. 

 

2.1 Raw Data 

The raw data used in our project are video 

recordings of select roads or highways. A typical 

recording lasts from a few days to a few months. The 

total file sizes range from a few gigabytes to a few 

terabytes respectively. One day of recording usually 

yields 4 video files with 6 hours each. Each video file 

is then chopped into 5-minute chunks. The raw data 

given to the annotators are then partitioned into 5-

minute video chunks. 

 

2.2 Count Annotation 

The count annotations by human annotators 

serve as a reference for comparison in determining the 

accuracy of the developed vehicle counter. Two 

annotators are given the same set of videos and they 

are tasked to count the vehicles on the videos given to 

them. The inter-rater correlation of the annotators 

 
 



 

  

 

 

will be used as a target correlation for the analysis of 

the accuracy of our automated vehicle counter. 

The tools we recommend to be used by the 

annotators for the counting tasks are multimedia 

player VLC2 and Microsoft Excel3. The actual counting 

task was performed manually. An alternative is to use 

readily available annotation tools like LabelMe4 but 

such tools have extra features that cater to generic CV 

applications which could hamper the annotation 

process.  

 

Table 2.  Sample Annotated Count 

 

 

The output of the count annotation is a CSV 

file containing entries with corresponding identifiers 

to a video, filename or video number, and the 

corresponding vehicle counts per classification. A 

sample annotation count is shown in Table 2. 

 

2.3 Car Image Classification Annotation 
The car image classification annotation task 

aims to build a dataset that will be used in training 

the vehicle classifier module of our traffic monitoring 

system. Annotators are provided with a set of videos 

and an annotation tool. The output of the car image 

 

2 Open-source video player downloadable from 

https://www.videolan.org/vlc/index.html  

classification annotation task is a set of image files, 

wherein each image contains a vehicle cropped from 

an input video. The classification of the vehicle on the 

image is embedded in its filename. 

 

 

 

Figure 1. Region of Interest selector Annotation Tool 

interface 

 

The input to the car image classification 

annotation tool is a video file. The annotation tool is 

used to traverse across the frames of the video. It also 

has a feature to crop portions of a video frame (refer to 

Figure 1), ask the annotator for the vehicle’s 

classification, and save the cropped portion into an 

image file wherein the classification is embedded in 

the filename. This annotation tool saves the image 

files in the .jpg format. This annotation tool is a 

software we developed and we used the OpenCV 

library to create this software. A design consideration 

of this annotation tool is to require minimum 

interaction to the user such as  automatic traversal of 

frames and a cursor based interface for selection of 

region of interest. 

 

 

3A popular spreadsheet application downloadable from 

https://products.office.com/en/excel 
4LabelMe website http://labelme.csail.mit.edu/Release3.0/ 

https://www.videolan.org/vlc/index.html
https://products.office.com/en/excel
http://labelme.csail.mit.edu/Release3.0/


 

  

 

 

2.4 Trajectory Annotation 
Trajectory annotation information is used in 

analyzing the accuracy of our traffic monitoring 

system’s ability to faithfully track a vehicle. Aside 

from the annotation tools, we had also developed a CV 

based multiple object tracking algorithm that 

produces trajectories of objects from a scene. A 

trajectory contains information such as: points as to 

where, and a time informaton of when an object 

appeared in a scene.  

The annotators are provided with a set of 

video files, automatically-generated trajectory files 

using an initial tracking system, and a trajectory 

annotation tool. Annotators are given two tasks: (1) to 

review and delete visually-observable erratic 

automatically-generated trajectory files, and (2) to 

create new trajectory files for each vehicle that is 

missed by the initial tracking system, and to replace 

the erratic trajectories that they have deleted. 

 

 

Figure 2. Sample Trajectory Plot 

 

A trajectory is composed of a triple of files: a 

snippet video containing the vehicle being tracked, a 

trajectory plot, and a binary file containing the 

trajectory of the vehicle when imposed into the source 

video. A sample trajectory plot image is shown in 

Figure 2. A trajectory plot, together with a snipped 

video is what the annotators use to review the 

trajectories. 

The trajectory annotation tool is used to 

create new trajectories. The input to the annotation 

tool is a video file. And the annotator will traverse 

through the frames of the video, select portions of 

some frames where the vehicle appears, similar to 

what is shown on Figure 1. Based on the selected 

portions, the tool will generate the triple of files that 

compose a trajectory. This annotation tool is a 

software we developed and we used the OpenCV 

library to create this software. 

 

3.  RESULTS AND DISCUSSION 
 

We employed 7 annotators and gave them a 

task to count vehicles from 280 video files divided into 

sets. Each set consists of 40 5-minute long videos. An 

annotator is provided with two different sets, but in 

order to measure the inter-rater agreement, pairs of 

annotators were given similar sets. The resulting 

inter-rater correlation of 0.4308 (40%) will serve as the 

benchmark for measuring our vehicle counter’s 

performance. The human performance will serve to 

benchmark the traffic monitoring system 

performance. 

 

 

Figure 3. File manager screenshot of car image 

annotation 

 

The annotators are next given 27 videos from 

which they would extract images of vehicles using the 

car image classification annotation tool. This yielded 

a dataset with 13,741 images of vehicles. Figure 3 

shows a screenshot of a file manager with some of the 

images created from the car image annotation task. 



 

  

 

 

 

 

Figure 4. File manager screenshot of trajectories 

 

The annotators are next given 4 videos each 

and tasked to review the automated trajectories and 

create new trajectories, when necessary. Figure 4 

shows a file manager screenshot showing the files for 

automatically-generated trajectories are found in the 

same folder as the trajectories made by the human 

annotators. 

 

4.  CONCLUSIONS AND FUTURE 

WORK 
 

In this paper, we described techniques that 

we have employed in the creation of three kinds of 

datasets in developing a traffic monitoring system. 

The datasets created are vehicle counts, car image 

classifications, and vehicle trajectories. Existing 

software have been used to aid the annotation task 

such as VLC media player and Microsoft Excel, but 

we also developed two annotation tools for car image 

classification annotation task and trajectory 

annotation task. The use of the developed annotation 

tools has greatly aided in speeding up the annotation 

task compared to when using existing available 

software such as the Microsoft snipping tool. 
Two of the annotation tools developed are 

made to create a dataset used to measure the 

performance of traffic monitoring systems. A 

continuation of this work is to also develop tools for 

measuring the performance of traffic monitoring 

systems. 
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