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Abstract:  Laughter is often associated with happiness but recent studies show that 

there are actually five types of Filipino laughter and these are happiness, giddiness, 

excitement, embarrassment, and hurtful laughter. Facial expressions and 

vocalization related to Filipino laughter have been the focus in many studies, 

however body movements with regards to laughter are still left unexplored.  The 

main focus of this research would be determining what body movements are 

associated to specific types of laughter. This research will make use of the Microsoft 

Kinect for capturing the different body points of the participants that will result to 

the low-level features. High-level feature extraction will be applied in order to 

translate the points gathered through the Microsoft Kinect into a more 

understandable data. This research aims to classify these types of laughter with the 

use of one modality, which is the body movement. The researchers will determine 

which specific body parts are important to track in order to determine the type of 

laughter through feature selection. With the use of different machine learning 

techniques, this research aims to build a model that would classify which type of 

laughter is being performed.  The machine learning algorithms used are Bayesian 

Networks, k-Nearest Neighbor for k=3 and k=5, and J48 decision tree. Based on 

preliminary results, J48 is the recurring algorithm that holds the best accuracy 

results, although the kappa is still low for all experiments. 
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1. INTRODUCTION 
Laughter is one of the many ways to express 

emotion. It is most often associated with the happy 

emotion. Despite the many studies about laughter, 

laughter is considered to be unexplored particularly 

in gestures. Facial expressions, vocalizations, and 

gestures are some of the communicative acts which 

can be used to express laughter. These 

communicative acts are used for affective recognition, 

and are referred to as three modalities of laughter. 

For the case of gestures, whole-body movements, arm 

movements, and a variety of functional movements 

can be taken into consideration for detecting and 
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recognizing affective expressions (Karg et al., 2013).  

According to Romero (2010), Filipinos are 

considered to be one of the happiest people in the 

world as the Philippines places 14th in the most 

joyful places in the world. It is obvious that Filipinos 

love to laugh and have fun in any situation, even in 

difficult ones. Just like how people express happiness 

through tears, laughter can also be used to express 

other emotions aside from happiness. In fact, in the 

study of Suarez et al. (2012), five types of Filipino 

Affective Laughter were identified, and these are 

happiness, giddiness, excitement, embarrassment, 

and hurtful laughter. On the other hand, Filipino 

laughter have been studied in terms of vocalizations 

and facial expressions by Alonzo et al. (2010), Galvan 

et al. (2011), Lee et al. (2011), Suarez et al. (2012), 

Cu et al. (2012),  

Sta. Maria et al. (2012), and Canillas et al. 

(2013). However Niewiadomski et al. (2013) and 

Griffin et al. (2013) mentioned that full body 

movements associated with these types of laughter in 

general were still unexplored.  

Body movements and changes in posture are 

significant to laughter as it was stressed out by 

Niewiadomski et al. (2013). These body movements 

such as head backwards movements and forced 

exhalations that lead to shoulders vibrations are very 

important in laughter detection and synthesis. 

Realistic body movements are significant in 

determining between laughter and smile visual 

patterns in which analysis of laughter episodes’ body 

movements may be advantageous to laughter 

synthesis. 

Karg et al. (2013) stated in their research 

that the emotion of a person can be inferred from the 

gestures being done. For example, anger can be 

expressed through gestures either by modulation of 

movement such as fast movement or through specific 

body gestures such as clenching one’s fist. This 

proves that other types of emotions can be expressed 

through different gestures as well.  

There are laughter databases already 

available that can be used for recognizing and 

synthesizing different types of laughter (Mackeown 

et al., 2013). These databases are the AVLaughter 

Cycle database, MANHOB Laughter database, and 

ILHAIRE Laughter database. However, these 

databases only focus on the facial expressions of 

seated subjects. There is also the Multimodal 

Multiperson Corpus of Laughter in Interaction 

(MMLI) which contains multimodal data on laughter 

that focuses on full body movements which includes 

the shoulders, torso and respiration. 

This research aims to determine which body 

movements are associated to specific types of 

laughter. Specifically, this research aims to 

determine the features that can be extracted from 

body movements to differentiate affective laughter. 

Also, this research aims to determine the 

mathematical model that can be used to differentiate 

affective laughter. Lastly, this research aims to 

implement the system in real time.  

The results of this research can be used to 

help computers better understand human emotions. 

In particular, the results of this research can be used 

to aid Virtual Agents in affect recognition. 

Understanding human emotions will help them give 

better responses and human interaction will be 

smoother. Also, part of this research is building a 

laughter database which can be used in future 

researches and also in making a system that can 

teach people who lack social interaction skills. 

 

2.  METHODOLOGY 

 
2.1 Corpus Building 

 

 

Figure 1: Illustration of the setup for the data 

collection (Legend: A – Person A, B – Person B, C – 

Sony HD video recorder, K – Microsoft Kinect) 

 

In this research, the meaning of the word 

“corpus” is still the same that it is a large collection 

not of texts but of data that are video clips of 

laughter episodes. Similarly, it is more on being a 

database. 

This study utilized two tools to perform the 

data collection namely, Microsoft Kinect (K) and 

Sony HD video recorder with a model number of 

HDR-XR260 that has 8.9 megapixels (C). For every 

collection made, there will be two people conversing, 

A and B with a duration of 20 minutes. Person A will 

stand 1.5 meters away facing the device, K while, 

person B will be at the back of K, facing person A. In 

addition, C will capture the whole body of person A 

while having a conversation with person B. Induction 

techniques that were used are in line with the ones 
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(Eq.1) 

used in the study of Ito et al. (2005) in which the 

subjects talked about topics of interest. The 

techniques used to induce laughter from person A is 

to talk about the following topics, best moments in 

college, inside jokes, likes, admiration, insults, fail 

moments, games, projects in school, professors, and 

first impression. The output of the data collection 

will be a Kinect data stream. Figure 1 illustrates the 

setup.  

The Kinect data stream will be saved in a 

CSV file which will include the time of the recording 

and the points of the different body parts of person A. 

During the process of data collection, aside from the 

video camera that records the set-up of the 

environment where the recording would take place, 

there would be another video camera that captures 

the whole session of the conversation of the subjects 

to match the significant timeframes in the CSV files 

to the video.  

After collecting the data from the Kinect 

Data Stream, three people will label the video clips 

that contains the laughter episodes. The coders will 

label all the video clips from all the subjects. The 

coders will need to pass the Baron-Cohen test (Baron 

Cohen and Wheelwright, 2004) before being asked to 

do performing the annotation. 

The annotation in the previous step involves 

three coders but one unified result is needed. To 

achieve the unified result, the researchers will use an 

inter-coder agreement called the Fleiss’ Kappa. 

The data will then be segmented into parts 

in order to eliminate the timeframes where person A 

did not laugh. The only data that will be needed 

should only contain the points of the different body 

parts that contain the different laughter episodes 

done by person A. To conceal the identity of the 

subjects, their faces were pixelated through the use 

of Lightworks. Segmentation will be done using 

Windows Movie Maker. The contents of the 

segmented video clip will not include the 

conversation and silence during the data collection. 

 

2.2. Feature Extraction 
Feature extraction is divided into two parts: 

low-level feature extraction and high-level feature 

extraction. To aid in the latter phase of feature 

extraction, some formulas were used to detect 

gestures from the subjects’ laughter episodes. 

Low-level feature extraction refers to the analysis of 

determining the significant body parts or joints of the 

subject that will be useful for the latter methods of 

the model. It is done via a Kinect device and a 

method in C# that saves the required points in a 

comma separated values (CSV) file. Additionally, a 

timestamp is included in the CSV file, for the 

purpose of easier relation to the recordings. In the 

data collection, the points (X, Y, Z) of the different 

body parts of the subject that would be obtained 

includes head, left shoulder, right shoulder, left knee, 

right knee, left elbow, right elbow, spine, left hand, 

right hand, left foot and right foot. 

In addition, the high-level feature extraction 

is to determine and identify what certain body parts 

of the subject have moved or were constantly being 

moved by the subject during his/her laughter 

episodes.  The movements of the subject would be 

detected with the use of the low-level features 

through the use of other formulas also written in C#. 

To find out which formulas were applicable to the 

study, the segmented videos would have to be 

examined first for the most recurring gestures. 

Head tilting is one of the common gestures 

that the subjects make during laughter episodes. 

Therefore, in order to detect this as a gesture, the 

angle of the subject’s head would have to be 

computed. The formula that will be used is from the 

research of Cheung (2012). The output, which is an 

angle, will determine whether the subject’s head has 

moved towards the right or the left. Equation 1 is the 

formula for obtaining the angle of the subject’s head. 

In the formula, CenterSH refers to the subject’s 

center shoulder point, while Head is the head point, 

and RightSH refers to the right shoulder point. 

 

 

  

As what the segmented videos suggest, 

people tend to lean their bodies either forward or 

backward during laughter. In order to detect forward 

or backward leaning of the body, a function from the 

study of Cheung (2012) will be used in this research. 

As mentioned in a previous section, this function will 

just compare the subject’s shoulder depth values. 

Equation 2 illustrates the function for detecting the 

state of the subject’s leaning. The two variables that 
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(Eq.2) 

(Eq.3) 

(Eq.4) 

will be compared are the subject’s center shoulder 

value from two consecutive frames. 

 

 

 

Another recurring gesture in the recordings 

is the tendency of the subjects to move their hands 

about. Their hands may be somewhere below the 

head, on the head, or even covering the mouth. For 

the system to recognize these movements, another 

function from the research of Cheung (2012) will be 

utilized. Equation 3 shows the function for 

determining the position of the subject’s hands. The 

important variables for detecting this kind of gesture 

are the y values of the subject’s hand and head 

points, as well as θ, which is an upper and lower 

threshold that is set to a value that is higher and 

lower than the subject’s head y value, respectively. 

 

 
 

In this research, forward or backward 

movement is made when the subject propels his or 

her body in a forward or backward motion. Moving a 

foot forward will not be considered as forward 

movement at all, therefore either of the feet are not 

part of the points needed to use the function. The 

subject’s z value for the spine was chosen as the 

variable to be looked at. Comparison is similar to 

how Equation 2 works. 

 

 
 

2.3. Modelling and Training 
The data collected will be divided into 

training data and testing data. The training data will 

be used for training and creating the model while the 

testing data will be used for validation. Modelling 

will be done using Weka, data mining software in 

Java that has a collection of algorithms for machine 

learning. Machine Learning algorithms to be used 

are the following with its definition: 

• Bayesian Network - A Bayesian Network is 

a classification technique that uses a Direct Acyclic 

Graph (DAG) to encode a joint probability 

distribution using a set of random variables 

(Friedman et al., 1997). 

• K-Nearest Neighbor – It learns from analogy 

and Training samples are described by n-dimensional 

attributes that is represented by a point in an n-

dimensional space. 

• J48 Algorithm – The java implementation of 

the C.45 Algorithm. It is used to create univariate 

decision trees (Bhargava et al., 2013) 

Modeling and training will be done in an 

iterative manner using the different algorithms. 

Modelling will also undergo feature selection to 

improve each algorithm’s performance. It will be a 

cycle until the algorithm with the highest 

performance is identified. 

 

3.  RESULTS AND DISCUSSION 
The initial data set contained 15084 

instances of happiness laughter, 90 instances of 

excitement laughter, 540 instances of giddiness 

laughter, 3264 instances of embarrassment laughter 

and 868 instances of hurtful laughter. Each instance 

in the data set is one frame of a recording. This 

extremely unbalanced number of instances resulted 

to models that classified all types of laughter as 

happiness. 

To improve the model’s performance, the 

data set is balanced into multiple data sets by 

getting 1000 instances for one type of laughter and 

comparing it to 1000 mixed instances of the other 

types of laughter. For cases where the number of 

instances is insufficient from the initial data set, 

some instances are randomly duplicated to achieve 

the 1000 instances. 

In modeling embarrassment laughter vs. 

other types of laughter, J48 outperformed the other 

algorithms with the accuracy of 78.35 and a kappa 

statistic of 0.567. The kappa statistic of 0.8 is the 

acceptance criteria for most affect recognition 

models. This makes the kappa statistic of the 

embarrassment laughter vs. other types of laughter 

model considerably low. Feature selection is also 

applied to the model which identified that Head 

Nodding is irrelevant for identifying embarrassment 

laughter. By removing the Head Nodding feature, the 

accuracy and kappa statistic increased to 79.85% and 

0.597 respectively. 
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The same was done for the model of 

excitement laughter vs. other types of laughter. J48 

still outperformed the other algorithms with an 

accuracy of 95.90% and a kappa statistic of 0.918. 

The large difference between the performance of the 

excitement laughter and the embarrassment 

laughter model might be caused by the duplicated 

instances to cover up the shortage of instances. The 

possibility of over fitting is considered for this model. 

After applying feature selection, hand movements, 

nodding, and shrugging were considered to be 

irrelevant and were removed to increase the accuracy 

to 96.10% and the kappa statistic to 0.922. 

Likewise, the same procedure of machine 

learning experiments was done on the dataset about 

giddy laughter. As with the first two experiments, 

J48 algorithm ranks first among the selection of 

algorithms. When compared with the previous 

experiments, the results for giddiness are closer to 

the results for embarrassment than the results for 

excitement. While the accuracy is higher for the 

results on the embarrassment dataset for the J48 

algorithm, the giddiness dataset has a higher kappa 

in this area. Feature selection generally had no effect 

on this dataset. 

The happiness laughter dataset underwent 

the same treatment as the datasets before it. Once 

again, J48 stood as the best algorithm for 

classification in this dataset. The results are also 

close with those of the embarrassment and giddiness 

dataset results. While this was the case, the J48 

algorithm’s kappa is closer with embarrassment than 

with giddiness. Feature selection only improved the 

results of this algorithm by a marginal amount of 0.2. 

The hurtful dataset is the final dataset on 

which binary classification has been performed upon. 

Its results are close to the other results, except that 

of the results for excitement. Based on these results, 

it can be inferred that the problem for the excitement 

dataset may really be due to the duplication of 

instances, as mentioned before. Again, J48 garnered 

the highest accuracy on this dataset. The kappa is 

also greater than 0.6. 

A final experiment was conducted on a 

dataset containing a balanced number of instances 

for all five types of laughter. It contained 1000 

instances for each laughter type. This means that all 

there are more choices for classification for the 

algorithms. While the dataset was different, the 

same algorithms were chosen for this final 

experiment. The results were generally lower than 

the five previous experiments. However, J48 still had 

the best performance among all other algorithms. Its 

kappa is also above 0.6 before and after the 

application of feature selection. It is interesting to 

note, though, that feature selection diminished the 

results for J48. 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                

4.  CONCLUSIONS 
J48 outperformed all the other algorithms in 

all the data sets used. However, most datasets still 
had a kappa statistic that is lower than 0.8 which is 
generally lower than most affect recognition models. 
The feature selection process raised the models’ 
performance by a small amount and was able to 
identify that generally, head tilt angle, body 
movement and leaning were the most useful features 
for training the data. Also, the models that had 
binary comparison performed better than the model 
that had all types of laughter compared to each 
other. 
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